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ABSTRACT

Data mining, specially clustering is one of exciting research areas for ant based algorithms. Ant clus-
tering algorithm, however, has many difficulties for resolving practical situations in clustering. We
propose a new grid-based ant colony algorithm for clustering of data. The previous ant based clus-
tering algorithms usually tried to find the clusters during picking up or dropping down process of
the items of ants using some stigmergy information. In our ant clustering algorithm we try to make
the ants reflect neighborhood information within the storage nests. We use two ant classes, search
ants and labor ants. In the initial step of the proposed algorithm, the search ants try to guide the
characteristics of the storage nests. Then the labor ants try to classify the items using the guide in-
formation that has set by the search ants and the stigmergy information that has set by other labor
ants. In this procedure the clustering decision of ants is quickly guided and keeping out of from the
stagnated process. We experimented and compared our algorithm with other known algorithms for
the known and statistically-made data. From these experiments we prove that the suggested ant

mining algorithm found the clusters quickly and effectively comparing with a known ant clustering
algorithm.
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1. Introduction

The clustering of the data sets becomes necessary and meaningful because of rapid
evolution in technology and business environment. Various clustering methods have
been studied and applied to practical cases for many years. Well-known clustering
methods are K-means clustering, CART (Classification And Regression Trees), SOM
(Self-Organizing Map). The clustering methods can be classified into four main
classes; partitioning method, hierarchical method, density-based clustering and grid-based
clustering.

Ant-based clustering falls into the grid-based clustering method class. It models
some behavior observed in real ants, which considers data as corps to carry out the
clustering by mimicking picking up process and dropping process of ants in corpses
piling. It is an instance of the broad category of ant algorithm [3], and a branch of ant
colony optimization [1] or swarm intelligence [2]. The ant-based clustering is excel-
lent in visualization due to its capability of forming a self-organizational cluster. To
date, it has been studied and applied to practical cases actively, such as text mining in
document.

In this paper, we propose a new grid-based ant colony algorithm, search-ant and
labor-ant clustering (SLAC) algorithm for clustering of data items utilizing the behav-
ior of ants not only in corpse filing but also in food searching and storing. We are us-
ing two kinds of ants: search ants and labor ants. At an early phase of the algorithm, a
fixed number of storage nests which are storage places for data items are formed.
Search ants form the characteristics of the storage nests by gathering items in early
stage and labor ants are traveling to the storage nests with picked items. With this
storage nest set up and using two kinds of ants, we expect that the performance of
our algorithm is faster and more efficient in clustering than usual ant mining algo-
rithms. We can also reduce and simplify the traveling paths of ants by forming a fixed
storage nest.

The remainder of this paper is structured as follows. Section 2 introduces ant-
based clustering briefly. Section 3 discusses our proposed algorithm. In section 4, we
evaluate the proposed algorithm by computational simulations. The conclusion is

followed in section 5.
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2. Ant-based clustering

In 1990, Deneubourg et al. [4] developed the first ant clustering algorithm based on
mimicking corpse piling process of real ants. In his algorithm, agents pick up and
drop the data items based on the similarity of agents’ local neighborhoods. Lumer
and Faieta [5] improved Deneubourg's algorithm with measuring dissimilarity for-
mula and updating the short term memory. Kunz et al. [6] modified Lumer and
Faieta’s algorithm to apply graph partitioning and other related work. Handle et al.
[7] applied Lumer and Faieta’s algorithm to text mining and introduced a number of
modifications to improve; modified threshold, modified neighborhood function, di-
rect jump, and activity-based a-adaptation [8, 9, 10].

New approaches of ant clustering algorithms which are not using Deneubourg’s
corpse piling model have also been studied. Labroche et al. [11, 12] developed a new

algorithm, AntClust, based on chemical odor and some behavioral rules.

3. Search ant and Labor ant Clustering Algorithm

3.1 Main ideas

Reviewing the movement of ant and data in existing ant-based clustering methods [4,
5, 6,7, 8,9, 10], we can notice the following phenomena. Firstly, the data items are
merged into a big cluster then moved along a square lattice. The big mass is divided
into several partitioned clusters later as the clustering carried out. Several small clus-
ters can be merged into a big cluster or can be divided into smaller clusters further.
Figure 1 shows a typical progress of the current merge-and-divide type ant clustering.
(We implement ATTA algorithm in [10]). The data items scattered randomly on the
lattice merged into a big mass then divided later on. The above and below cluster of
final screen capture is a one cluster connected each other because the algorithm uses a
torus space. Ants are having longer traveling path under this process and sometimes
clustering is taking too long for a large volume of data set. These algorithms do not
set in prior the number of clusters. Tt is also hard to decide when the clustering is

completed since the number of clusters can be changed some times when the number



84 LEE AND SHIM

of iterations is changed. It also shows a relatively ambiguous boundary for distin-

guish the clusters.
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Figure 1. Typical Progress of ATTA Algorithm

In our proposed SLAC algorithm, the number of clusters should be provided by
users. By doing so, our algorithm has some advantage of applications since users set
the number of clusters in prior at many applications. Usual ant clustering algorithm
sometimes give different number of clusters by performing different number of itera-
tion, while SLAC algorithm does not have this evasiveness.

We set a central point of each storage nest on the lattice to form a storage nest
around the central point. The number of storage nest is the number of clusters fixed
by the user. A search ant drops the data items around the central point of a storage
nest. The data items in the same storage nest will be similar to each other, but dissimi-
lar to the data items of other storage nest. The data dropped by search ants is stored

in a nest memory. A stored data item in the nest memory will not be moved later on
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but keep to stay in the storage nest. Hence the nest memory is pheromone informa-
tion for the search ants and the labor ants for collecting and clustering data items. The
number of stored data items is decided by users and assigned equally to each storage
nest. The role of search ants in initial phase terminated after this pre-defined number
of data items are assigned to each storage nest. Figure 2 shows a typical progress of
SLAC with the same data set of Figurel. The first screen capture shows four central
points of storage nest. The second screen shows the date items placed by search ants
around the storage nest, and little works has been done by labor ants in this stage.
The third screen shows forming clusters each of those has dense data items dropped

by labor ants. The last screen provides the final clusters established by labor ants.

i i

Figure 2. Typical Progress of SLAC Algorithm

In SLAC, we use Lumer and Faieta’s neighborhood function in [5] for dissimilar-

ity measure and Deneubourg's threshold function in [4] for pick up and drop prob-
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abilities of the items. Lumer and Faieta in [5] suggested a neighborhood function f(i)

(measuring dissimilarity formula) as follows:

. 1 8(i, j)
£(i) =max(0, ?;[1 ——a—J (1)
, where i is a data item in current site, j is an item in local neighborhood L, and
é(i, j)el0, 1] is a dissimilarity function. « €[0, 1] is a data-dependent scaling pa-
rameter, ¢ 2 the diameter of L.

Deneubourg’s model proposed discrete dynamics in square lattice occupied by
ants and data items. At each move time step, ants move randomly from the present
position to one of the four neighboring sites (left, right, above or below). If an
unloaded ant encounters an item while traveling, picks the item up with the pick up
probability. If an ant picks up an item, random moves to neighboring sites and try to
drop the item with the drop probability. Deneubourg [4] suggested a pick-up prob-
ability and a drop probability at each site by using the threshold functions (2) and (3),

respectively.

(kY

pp(l){k%f(i)) 2
( f@ Y

pd(l)—{k+ f(i)] 3)

,where k", k™ are parameters (commonly k*=0.1and k =0.3).

This neighborhood function, the pick up probability increases as the number of
dissimilar items is high in a neighborhood, and the drop probability increases as the
number of similar items is high in the neighborhood.

After the role of search ants is completed, labor ants pick up the data items using
the probability by the formula (2). A labor ant with a data item moves a step toward
the most similar storage nest after inspecting the similarity that is calculated by the
formula (1) with the data items moved by the search ants. At each step, the data drop-
ping decision will be made based on the drop probability calculated by the formula (3).
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3.2 Main Algorithm

The main algorithm of SLAC is introduced in Algorithm 1. Data items are initially scat-
tered on the lattice randomly. A number of the storage nests are formed by the search
ants. All the labor ants move toward the randomly selected locations where data items
are located to pick up a data item. The labor ants start their picking up and dropping

jobs. The algorithm terminates once their prefixed number of jobs are finished.

e Algorithm 1: Main Algorithm for SLAC
procedure Main
/[Activate search ant
call ActiveSearchAnt
for all agents do
randomly select a data item
move to the item
pick up the item
end for
for all iteration do
//Activate labor ant
call ActiveLaborAnt
end for

end procedure

3.3 Search Ant Procedure

Each cell of the storage nest will be filled with the number of data items dropped by
the search ants. We prepare a nest memory for the storage nests. The attributes of each
data item are stored in the nest memory of that storage nest. The number of data item
which are picked up by the search ants and moved to the storage nests is provided by
the user.

At the initial phase, a search ant drops a picked data into a random storage nest.
The dropped data item in the storage nest is stored in the nest memory. A search ant
picks up a data item randomly and calculates the values of neighborhood functions
for each data items for the storage nests from formula (1), then decides to move a

storage nest that has the most data items. If the nest memory of the most data items
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has remaining cells of the nest memory (i.e. the data items to be filled up by the
search ants for the storage nest is remaining), the search ants check the possibility of
dropping the data item based on the probability from formula (3). In case of drop de-
cision success, drop the data item in this storage nest, and store in the corresponding
nest memory. For the case of a drop decision fail or the nest memory for the storage
nest is full, check if there is an empty storage nest. If there is an empty storage nest,
before moving to the empty storage nest, calculate the pick up probability of the cur-
rent carrying data item with the data items of the current nest memory of the current
storage nest, based on the pick up probability of formula (2). This is a conservative re-
check for the current carrying item for the correct membership of the clusters. If the
pick up decision fails then the carrying item is dropped in the original place. If the
picking up decision is success, then move to the empty storage nest and drop the item
in the empty storage nest. The search iterations are terminated if such an empty stor-

age nest does not exist.

e Algorithm 2: Search Ant Procedure
procedure ActiveSearchAnt
/finitialize Nest memory
for all clusters do
initialize the nest and its memory
end for
/finitial selection of random data
randomly select an item and pick it up
move to an empty nest and drop the item
memorize the item and the position to nest memory
//filling the nest
while all nest memory is not full do
randomly pick up an item
get the best non empty matched nest
move to the storage nest
if the nest memory is not full
drop the item with drop probability
end if
if drop fails
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if empty nest exists
get pick up probability with best matched nest (ie, current nest)
if pick up success
move to the an empty nest and drop the item
end if
end if
end if
if all dropping trials are failed
restore the item to the original place
end if
end while
end procedure

3.4 Labor Ant Procedure

The data items are going to be dropped by the labor ants around the central points of
the storage nests using the information regarding the items that have been set by the
search ants in each storage nest.

We select a labor ant randomly then set the next direction of move according to
the highest value of neighborhood function for every storage nest using the formula
(1). A labor ant moves toward that direction in step size, then it makes the dropping
decision according to the drop probability of formula (3). We then terminate the cur-
rent iteration if the labor ants failed to drop. Otherwise we continue until an arbitrary

free data is picked using pick up probability of formula (2)

s Algorithm 3: Labor Ant Procedure
procedure ActiveLaborAnt
randomly select an agent
step to the best matched nest with step size
get the drop probability
drop its item with probability
if dropping is not failed
while the agent has no item do
randomly select an item
get the pick up probability
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pick up the item
end while
end if
end procedure

LEE AND SHIM

with pick-up probability

In our SLAC algorithm, cluster is identified by the membership of data items by

calculating the distances between the center points of the storage nests and location of

each data items. In SLAC the identification of the clusters is distinct since we also set

the center points sufficiently separated each other in the lattice and the ants try to

make clusters be formed around the center points.

4. Experiments and results

4.1 Experimental design

In our experiment, a real data set and synthetic data sets generated by two-dimen-

sional Normal distribution N(u, o)are used. The synthetic data sets are generated

as in Table 1, where K is the number of clusters, D is the number of data items, Dim is

the number of attributes.

Table 1. Synthetic Data Sets

Name K D Dim Source
N[0, 0 [2.2]). N((10, 0], [2 2]
Artl 4 4<250 2
N([o 10], [2.2)), N([10, ], [22))
N{[o. 0], [2 2]), N([e 6], [2 2])
Art2 4 4250 2
N([o, 6] [2 2]}, N([6 0], [22])
N([o, 0], [2 2]}, N([10, 10], [2 2])
Art3 4 769,77,77,77 2
N([o, 10], [2.2)), N([10, 0], [2,2])

Artl, Art2, Art3 is same as squarel, square5, sizes5 of the data set used in [8].

Table 2 shows the Iris data set of the machine learning repository (http://www.
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ics.uci.edu/~mlearn/MLRepository) that is also used in our experiments.

Table 2. Real Data Set

Name K D Dim

Iris 3 3X50 4

We compare the performance of our proposed algorithm with the ant-based al-
gorithm, ATTA in [10]. ATTA is a much improved algorithm in clustering speed and
robustness compared to the existing algorithm in [7]. The clustering results are evalu-
ated in clustering error and time. We also compared the algorithm in [5] with our
SLAC but omit the comparison results in this paper because it is inferior to ATTA.

Ant-based clustering algorithm is very sensitive to the value of a. In SLAC the
search ant and labor ant use different values of o. It is designed to be careful for
search ant's dropping data items and promoted for labor ant’s quick dropping data

items. We set empirically ¢, = 0.32 for search-ant and ¢, =0.8 for labor ant for the
synthetic data sets. However, for the Iris data set, a,=0.28, a, =07, is used respec-

tively. We set initial @ =0.51in ATTA.

For the synthetic data sets or the Iris data set, we already knew the numbers of
the correct clusters. We count the number of clusters obtained from ATTA and SLAC
for the comparison. Note that a cluster merge operation can be carried out, if needed,
based on the similarities between clusters after the termination of ATTA or even for
our algorithm SLAC where the number of clusters is initially given. If the numbers of
clusters from the algorithms are not consistent to the known numbers, we did not use
those cases to calculate the mean and the standard deviation of clustering errors.
Computing times in Table 3, 4, 5, and 6 are measured excluding the time for graphical
output generation. A computer with Pentium 4 2.8GHz CPU, and 256M memory is
used for Visual C++ programming. The experiment was carried out for 30 times for
each data set. Table 3 to 6 are representing the results.

4.2 Computational Results

The performance of ant-based clustering varies with the magnitude of overlapping
among the data items between the clusters. Artl data set has four clusters clearly

since its data are overlapped barely. From the Table 3, average number of clusters is
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consistent to the proper number (i.e., 4) in both ATTA and SLAC in 30 trials. Both
algorithms produce also small clustering errors. The number of iterations in ATTA is
set to 300,000 by analyzing some pilot trials. The SLAC has similar clustering errors

and less computing time even with a fewer number of iterations.

Table 3. Test Result for Art1 Data Set

ATTA SLAC
Iteration 300,000 50,000
Average # of cluster 4 4
# of finding correct clusters 30 30
Mean of clustering error(%) 14 1.6
Std of clustering error(%) 0.7 0.4
Mean of computing time(sec) 6.79 2.92

Art2 data set is more overlapped than Artl data set which implies insignifi-
cance of clustering errors. In Table 4, we can see ATTA made average of 3.34 clusters
even with 1,000,000 iterations. SLAC sometimes made 3 clusters by merging two clus-
ters into one cluster. If we increase the nest memory of SLAC from 20 to 50, the aver-
age number of clusters increased also the standard deviation of clustering error and
the clustering time. We can know that the more data items assigned by search ants
initially, the higher chance for clusters will not be merged by increasing the nest
memory size. SLAC has bigger standard deviation of clustering errors than ATTA for
this data set. It can be explained as we did not include those cases to calculate the
mean and standard deviation values of clustering errors, if the number of clusters

from the algorithms is not consistent to the known numbers.

Table 4. Test Result for Art2 Data Set

ATTA SLAC (memory = 20) SLAC(memory = 50)
Iteration 1,000,000 50,000 50,000
Average # of clusters 3.36 3.87 3.93
# of finding correct clusters 21 26 28
Mean of clustering error(%) 17.1 15.7 152
Std of clustering error(%) 0.9 31 4.8
Mean of computing time(sec) 14.68 2.98 5.16
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Art3 data set has four clusters containing data items of 769, 77, 77, and 77. There
is one big cluster and three small clusters for the Art3 data set. Table 5 shows weak-
ness of SLAC. For a data item from a bigger data set, it has higher probability than
the data items of smaller data set since search ants pick the data items randomly.
Those picked data items are considered as the data items in the nest memory. There is
a high chance of merging if two storage nests are filled with similar data items in the
early stage of forming the nest memory. The ATTA performs well on Art3 data set,

but SLAC sometimes failed to keep the number of clusters for this data set.

Table 5. Test Result for Art3 Data Set

ATTA SLAC
Tterations 1,000,000 50,000
Average # of clusters 4 38
# of finding correct clusters 30 24
Mean of clustering error(%) 1.5 2.1
Std of clustering error(%) 0.5 22
Mean of computing time (sec) 14.52 4.41

In Table 6, the ATTA never generated three clusters with Iris data set. Since
ATTA is very sensitive to values of a, we tried various « values (0.3~0.8), but
ATTA failed to find the correct number of clusters every time. The SLAC completed
the clustering of Iris data set which has 150 data items in average clustering time of

0.15 seconds with 8% mean of clustering errors.

Table 6. Test Rresult for iris Data Set

ATTA SLAC
Iteration 1,000,000 5,000
Average # of cluster 2 3
# of finding correct clusters 0 30
Mean of Clustering error(%) Not Available 8
Std of Clustering error(%) Not Available 12
Mean of computing time(sec) 6.25 0.15

Figure 3 (a) is one of the clustering results by ATTA with Art2 data set. It looks
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like there are three or four clusters. However there is only one cluster identified by
ATTA. The problem of ATTA is originated by the identification method of clusters is
based on the distance of a lattice. The four clusters should move away from each oth-
ers fon the lattice to increase the power of identification of the clusters. However,
sometimes the masses are prone to get closer while moving along. Increasing the
number of iterations does not guarantee better performance for this problem. In
SLAC, this phenomenon does not occur. Since the cluster identification method is

different, as we can see in Figure 3 (b), all clusters are formed distant from each other.

” 1t
T
R 1L
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i
(a) Clustering from ATTA (1,000,000 iter.) (b) Clustering from SLAC (50,000 iter.)

Figure 2. Comparison of Clustering Results of SLAC and ATTA

5. Concluding Remark

In this paper, we present investigation on basic ant-based clustering algorithm and
propose a search-ant and labor-ant clustering (SLAC) algorithm that is based on mim-
icking the real ant's behavior. The proposed algorithm used search ants and labor
ants to balance their work load and reduce the traveling path of labor ants.

The performance of SLAC algorithm is faster than existing ant-based clustering
algorithms and can be applied to various applications. SLAC can also set the number
clusters for a special purpose usage. For the application that has no preassigned
number of clusters, users can try several trials without hesitation to find an optimal
number of clusters by utilizing the speed of SLAC.

Initial data items assigned by search ants of SLAC contribute a significant influ-
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ence toward following clustering process, having high standard deviation of cluster-
ing errors for certain data set, are remaining problems to be tackled. The rationale for

setting « values and the size of nest memory is also needed to improve SLAC.
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