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#### Abstract

The maximum likelihood detection with QR decomposition and M-algorithm (QRM-MLD) has been presented as a suboptimum multiple-input multiple-output (MIMO) detection scheme which can provide almost the same performance as the optimum maximum likelihood (ML) MIMO detection scheme but with the reduced complexity. However, due to the lack of parallelism and the regularity in the decoding structure, the conventional QRM-MLD which uses the tree-structure still has very high complexity for the very large scale integration (VLSI) implementation. In this paper, we modify the tree-structure of conventional QRM-MLD into trellis-structure in order to obtain high operational parallelism and regularity and then apply the Viterbi algorithm to the QRM-MLD to ease the burden of the VLSI implementation. We show from our selected numerical examples that, by using the QRM-MLD with our proposed trellis-structure, we can reduce the complexity significantly compared to the tree-structure based QRM-MLD while the performance degradation of our proposed scheme is negligible.


Index Terms: Maximum likelihood detection (MLD), maximum likelihood detection with QR decomposition and M-algorithm (QRM-MLD), multiple input multiple output (MIMO), QR decomposition, very large scale integration (VLSI).

## I. INTRODUCTION

The employment of multiple-input multiple-output (MIMO) systems has received much interest because it can provide an increase in data rate and diversity gain in wireless communication [1], [2]. MIMO detection, which is one of the essential part in MIMO systems, has been of major research issues since the performance of the MIMO systems depends highly on the detection scheme.
While the maximum likelihood detection (MLD) is optimum in terms of the performance [2], the MLD has prohibitive complexity to implement. In particular, the complexity of MLD is exponentially increasing as the number of antennas and/or the constellation size increase since it needs to make an exhaustive search over all the possible transmitted symbol combinations. As such, some suboptimal approaches such as zero forcing detection (ZFD), minimum mean square error detection (MMSED), and some variants of ZFD and MMSED have been presented [2], [3]. However, although the complexity of ZFD

[^0]and MMSED is much reduced compared to the MLD, the performance of ZFD and MMSED is often unacceptable, in particular, for the system to require high throughput.

Recently, the MLD with QR decomposition and M-algorithm (QRM-MLD) was proposed in [4], where the performance is near the performance of MLD but with quite reduced complexity compared to the optimal MLD. The QRM-MLD basically selects a certain limited number of surviving set of paths at each MIMO detection stage according to the threshold, used for the purpose of selecting the qualified paths and reducing the number of surviving paths, instead of selecting all the possible set of paths such as in MLD. However, the conventional QRM-MLD which is using the tree-structure, still requires high complexity for the implementation mainly due to the lack of parallelism and regularity in the decoding structure which are critical factors for low-power and high speed very large scale integration (VLSI) implementation. The same problem has occurred in the MLD and the modification of tree-structure for the MLD has been presented in [5].

Note that it has been known in VLSI implementation that the delay time is approximately proportional to the inverse of power consumption, which means that the reduction of power consumption results in the longer delay time [6]. Therefore, in case of saving the power, a certain finite number of parallel functions are used, instead of the serial functions, in order to compensate for longer delay time. As such the operational frequency can be maintained. This approach is often adopted for the channel decoding to reduce the power consumption [7]. In addition to parallelism, regularity in an algorithm, which refers to the repeated occurrence of computational patterns, can reduce the power consumption by reusing the connections within a pattern [8].

In this paper, using [4] and [5], we show that the tree-structure of conventional QRM-MLD can be reconstructed into the trellisstructure in order to obtain high operational parallelism and regularity and then apply the Viterbi algorithm to the QRM-MLD to ease the burden of the VLSI implementation. ${ }^{1}$ Furthermore, we show that, using our proposed two different thresholds in selecting the survival paths and trellis-structure based QRM-MLD algorithm, the number of surviving paths can be much reduced which results in much lowered calculation complexity while the performance degradation of our proposed scheme is negligible compared to the conventional tree-structure based QRM-MLD.

This paper is organized as follows. Section II gives a system and channel model to be considered in this paper and Section III gives brief summary of conventional QRM-MLD. Section IV introduces our proposed MIMO detection and also describes its differences from conventional QRM-MLD. Then, we sug-
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Fig. 1. Uncoded MIMO system model.
gest the scheme to use two different thresholds for selecting reliable paths to decrease complexity. The simulation results of performance and complexity of proposed MIMO detection are presented and discussed in Section V, followed by conclusion.

## II. SYSTEM AND CHANNEL MODEL

Fig. 1 depicts the MIMO system with $n_{T}$ transmit antennas and $n_{R}$ receive antennas $\left(n_{T} \leq n_{R}\right)$. The system adopts spatial multiplexing signaling (i.e., the signals transmitted from multiple antennas are independent each other) and $M$-QAM modulation with $M=2^{b}$, where $M$ is the number of constellations in modulation and $b$ is the number of bits per symbol. When $\mathbf{s}$ is denoted by transmitted symbol vector with the size of $n_{T} \times 1$, to be passed through the Rayleigh fading channel with the $n_{R} \times n_{T}$ channel matrix, $\mathbf{H}$, and $\mathbf{y}$ is denoted by received symbol vector with the size of $n_{R} \times 1$, we can express MIMO system as

$$
\begin{equation*}
\mathbf{y}=\mathbf{H s}+\mathbf{n} \tag{1}
\end{equation*}
$$

where $\mathbf{s}=\left[s_{n_{T}} s_{n_{T}-1} \cdots s_{1}\right]^{T}$ and $\mathbf{n}$ is a $n_{R} \times 1$ additive white gaussian noise (AWGN) vector with zero mean and variance $N_{0} / 2$.

## III. CONVENTIONAL QRM-MLD

## A. Algorithm

In this section, we briefly summarize the QRM-MLD scheme based on [4]. Let us assume that the maximum rank of $\mathbf{H}$ is equal to $n_{T}$. First, taking the QR decomposition into $\mathbf{H}$, we can represent $\mathbf{H}$ as

$$
\begin{equation*}
\mathbf{H}=\mathbf{Q} \mathbf{R} \tag{2}
\end{equation*}
$$

where $\mathbf{Q}$ is unitary matrix with the size of $n_{R} \times n_{R}$ and $\mathbf{R}$ is given as

$$
\dot{\mathbf{R}}=\left[\begin{array}{c}
\mathbf{R}  \tag{3}\\
\mathbf{0}_{\left(n_{R}-n_{T}\right) \times n_{T}}
\end{array}\right] .
$$

Note that in (3), $\mathbf{R}$ is an $n_{T} \times n_{T}$ upper triangular matrix and $\mathbf{0}_{\left(n_{R}-n_{T}\right) \times n_{T}}$ is a zero matrix of size $\left(n_{R}-n_{T}\right) \times n_{T}$. Multiplying $\mathbf{Q}^{H}$ to both sides of (1) and using $\mathbf{Q}^{H} \mathbf{Q}=\mathbf{I}$ yield

$$
\mathbf{z}=\mathbf{R} \mathbf{s}+\mathbf{n}=\mathbf{R}\left[\begin{array}{c}
s_{n_{T}}  \tag{4}\\
s_{n_{T}-1} \\
\vdots \\
s_{1}
\end{array}\right]+\left[\begin{array}{c}
\dot{n}_{n_{T}} \\
\dot{n}_{n_{T}-1} \\
\vdots \\
\dot{n}_{1}
\end{array}\right]
$$



Fig. 2. Tree-structured QRM-MLD.
where $\mathbf{z}=\mathbf{Q}^{H} \mathbf{y}=\left[z_{n_{T}} z_{n_{T}-1} \cdots z_{1}\right]^{T}, \mathbf{n}=\mathbf{Q}^{H} \mathbf{n}$, and

$$
\mathbf{R}=\left[\begin{array}{cccc}
r_{1,1} & r_{1,2} & \cdots & r_{1, n_{T}}  \tag{5}\\
0 & r_{2,2} & \cdots & r_{2, n_{T}} \\
\vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & r_{n_{T}, n_{T}}
\end{array}\right]
$$

Next, we describe the operation of the M-algorithm [9]. The decoding starts from finding the transmitted symbol candidates for $s_{1}$ by comparing the squared Euclidean distance between the received symbol $z_{1}$ and all the possible symbols, $c_{x}$, for $1 \leq$ $x \leq M$, given as

$$
\begin{equation*}
\left|z_{1}-r_{n_{T}, n_{T}} c_{x}\right|^{2} \tag{6}
\end{equation*}
$$

By comparing the metrics given in (6) for all the possible transmitted symbols, the transmitted symbol candidates are arranged from the one with the smallest metric in increasing order. Then, the $S_{1}$ transmitted symbol candidates with minimum value of the metric in (6) are selected and the selected symbol candidates are transferred to the next stage along with the corresponding metric values. From the second stage, the decoding process can be generalized. In the $i$ th stage, for $2 \leq i \leq n_{T}$, the combinations of surviving transmitted symbol candidate sets, $c_{x^{\prime}}$ ( $1 \leq x^{\prime} \leq S_{i-1}$ ), from the first to the ( $i-1$ )th symbols and all the possible transmitted symbols, $c_{x}(1 \leq x \leq M)$, for the current $i$ th symbol, $s_{i}$, are generated. Then, the accumulated metric of all the combinations that are generated above is calculated as

$$
\begin{equation*}
\left|z_{i}-\mathbf{R}_{n_{T}-i+1, n_{T}-i+1: n_{T}}\left[c_{x}, c_{x^{\prime}}\right]^{T}\right|^{2}+E_{x^{\prime}} \tag{7}
\end{equation*}
$$

where $1 \leq x \leq M, 1 \leq x^{\prime} \leq S_{i-1}$ and $E_{x^{\prime}}$ is accumulated metric that is transferred from the $(i-1)$ th stage along with the transmitted symbol candidate sets, $c_{x^{\prime}}$. In (7), $\mathbf{R}_{n_{T}-i+1, n_{T}-i+1: n_{T}}$ is denoted as vector with elements from the $\left(n_{T}-i+1\right)$ th to the $\left(n_{T}\right)$ th in the $\left(n_{T}-i+1\right)$ th row of $\mathbf{R}$. Since the number of $c_{x^{\prime}}$, which is surviving transmitted symbol candidates for the first to the $(i-1)$ th symbol is, $S_{i-1}$, the number of all the transmitted symbol candidate sets, $\left[c_{x}, c_{x^{\prime}}\right]$, for the $i$ th to the first symbols is $M S_{i-1}$. Among those combinations, $S_{i}$ surviving transmitted symbol candidate sets for the $i$ th to the


Fig. 3. Trellis-structured QRM-MLD.
first symbols are selected in the ascending order of accumulated metric in (7). Then, $S_{i}$ selected transmitted symbol candidate sets, $\left[c_{x}, c_{x^{\prime}}\right]$, in the $i$ th stage are transferred to the next $(i+1)$ th stage along with their accumulated metric values. The process as above is repeated up to the final stage, that is, $i=n_{T}$. At the final stage, the combinations of all the possible transmitted symbol candidate for $s_{n_{T}}$ and the transmitted symbol candidate sets, $c_{x^{\prime}}$, which survive throughout all the previous stages are considered for the final detection of symbol vector, $\mathbf{s}$, and one combination with the smallest accumulated metric is selected. The elements of selected combination are hard decision output of QRM-MLD.

## B. Decoding Structure

MLD is composed of tree-structure with $n_{T}$ stage, and all the paths in tree-structure are considered as candidates to determine exact symbols. The conventional QRM-MLD is also composed of tree-structure as shown in Fig. 2. However, conventional QRM-MLD searches only some selected paths instead of all the paths. Note that, though conventional QRM-MLD has less complexity than that of MLD, it still has low parallelism/regularity because it is tree-structured detection as mentioned above.

## IV. TRELLIS-STRUCTURED QRM-MLD

Using the trellis-structure proposed for MLD in [5] and applying it to QRM-MLD, we have trellis-structured QRM-MLD as shown in Fig. 3, where the three parameters are defined as in [5]:
(i) $u$ : The number of states in trellis-structured QRM-MLD.
(ii) $v$ : The number of sub-states per each state in trellisstructured QRM-MLD. Therefore, we have $M=u v$.
(iii) $p(i, j)\left(1 \leq i \leq n_{T}, 1 \leq j \leq u\right)$ : The required number of surviving paths from each state in the $i$ th stage to the $(i+1)$ th stage. Then, the number of total surviving paths from the $i$ th stage to the $(i+1)$ th stage is $\sum_{j} p(i, j)$.
Note that our trellis-structured QRM-MLD differs from [5] in that the number of surviving paths varies in every stage and state. In [5], a certain number of paths are selected as surviving


Fig. 4. An example of selecting paths by thresholds in (8) and (10) for the $j$ th state of the $i$ th stage. $L=v \sum_{j} p(i-1, j), p(i, j) \leq v$.
paths at all the states. Hence, it cannot assign efficient number of surviving paths at each state. On the other hand, in our proposed algorithm, the number of surviving paths for the $j$ th state in the $i$ th stage is independently controlled by two thresholds which will be explained in more detail soon. Hence, our proposed algorithm can assign the efficient number of surviving paths at each state. Fig. 4 depicts an example of operation using the two thresholds at each stage. Using [4] and [5], the threshold, $T_{i}$, which is one of the two thresholds, at the $i$ th stage is calculated as

$$
\begin{equation*}
T_{i}=\left|z_{i}-\mathbf{R}_{n_{T}-(i-1)} \hat{\mathbf{s}}\right|+X \sigma \tag{8}
\end{equation*}
$$

where $\mathbf{R}_{n_{T}-(i-1)}$ is $\left(n_{T}-(i-1)\right)$ th row vector in (5), $\hat{\mathbf{s}}=$ $\underset{\mathbf{c}}{\operatorname{argmin}}\left\|\left(\mathbf{R}^{H} \mathbf{R}\right)^{-1} \mathbf{R}^{H} \mathbf{z}-\mathbf{c}\right\|$ for $n_{T} \times 1$ vector, $\mathbf{c}$, whose elements are composed of $M$ constellations in $M$-QAM, $X$ is predetermined value and $\sigma$ is noise standard deviation. The $\sigma$ is obtained from $E_{b} / N_{o}$ as defined in [10]

$$
\begin{equation*}
\frac{E_{b}}{N_{o}}=\frac{n_{R}}{b} \frac{E_{s}}{N_{o}} \tag{9}
\end{equation*}
$$

which can be regarded as the total received $E_{b} / N_{o}$ per transmit antenna, where $b$ is the number of bits per symbol and $E_{b}$ and $E_{s}$ are average energy per bit and symbol, respectively.

In the $i$ th stage, the paths with metric smaller than threshold in (8) are selected as reliable paths at each state as shown in Fig. 4. In the high SNR region, the more reliable bound for path selection is provided by threshold in (8) than that in the low SNR region since the probability that $\hat{\mathbf{s}}$ is the same as the transmitted symbol vector is getting higher as the SNR increases. Then, due to the second term in (8), the threshold for selecting the reliable path provides small bound when SNR region is high. In this reason, the threshold in (8) leads to select the efficient number of paths which will be transferred to the next step to determine
the surviving paths. The parameter, $X$, in (8) provides a tradeoff between computational complexity and performance. In the case of large value of $X$, the performance can be improved by reducing the miss-selection probability at the cost of increased computational complexity.

Now, we present how to determine the surviving paths at each state. Using the method of [4], the number of surviving paths, $p(i, j)\left(1 \leq i \leq n_{T}, 1 \leq j \leq u\right)$ is controlled by the other threshold which can be calculated as

$$
\begin{equation*}
T_{i, j}=E_{(i, j), \min }+Y \sigma \tag{10}
\end{equation*}
$$

where $E_{(i, j), \text { min }}$ is the smallest accumulated metric at the $j$ th state in the $i$ th stage, $Y$ is predetermined value such as $X$ in the above, and $\sigma$ is noise standard deviation obtained from (9). The paths with accumulated metric smaller than the threshold, $T_{i, j}$, are selected as the surviving paths as shown in Fig. 4. From [4], we know that selecting paths with accumulated metric of smaller than $T_{i, j}$ as surviving paths means that the paths whose probability to be correct path is higher than $P_{(i, j), \min } / e^{(Y / \sigma)}$ are selected as surviving paths at each state, where $P_{(i, j), \text { min }}$ is the probability that the path with $E_{(i, j), \min }$ as accumulated metric is the correct path. In addition, $Y$ in (10) provides a tradeoff between computational complexity and performance as the same principles with $X$ in (8). As the values of $X$ and $Y$ are larger, performance is improved at the expense of an increase in computational complexity. It may not be feasible to find the optimal values of $X$ and $Y$ in terms of the performance and complexity according to the several communication conditions (i.e., $n_{t}, n_{r}, u, v$ ). The appropriate values of $X$ and $Y$ can be properly determined based on the several communication situations from some simulation results. We show in Section V from Fig. 6 how the $X$ and $Y$ effect on the performance for various values of $X$ and $Y$. To stop increasing computational complexity, at each state, $v$ surviving paths are selected at most even though the number of paths that are satisfied with the threshold in (10) is more than $v$. If there does not exist any path that is passed through the threshold in (8) at the $j$ th state of the $i$ th stage, we select only one surviving path with the smallest accumulated metric among $v \sum_{j} p(i-1, j)$ paths generated by incoming paths from the $(i-1)$ th stage. After the final stage, we obtain $\sum_{j} p\left(n_{T}, j\right)$ surviving paths with $b n_{T}$ bits per each path. We select one final path with the smallest accumulated metric, and $b n_{T}$ bits along this final path are hard decision output. The flowchart for the proposed algorithm is shown in Fig. 5.

Note that the setting of parameters, $u, v$ and $p(i, j)$, plays a critical role in the trade-off among performance, computational complexity and operation speed [5]. The larger surviving paths $\sum_{j} p(i, j)$ there are in the $i$ th stage, the better performance the scheme has. When $\sum_{j} p(i, j)$ is constant in all the stages, the smaller the value of $u$, the better the scheme performance. The computational complexity grows when incoming paths from previous stage increase, because their metrics should be computed to select surviving paths at each state. That is, the larger $\sum_{j} p(i, j)$, the higher the increasing complexity. The complexity of metric calculation is increased by $O(N)$ and that of sorting using quicksort algorithm for selecting the paths is increased by $O\left(N \log _{2} N\right)$ [11] as the number of paths is increased, where $N$ is the number of paths. The high speed VLSI


Fig. 5. Trellis-structured QRM-MLD algorithm.
implementation can be acquired by incrementing $u$, because detection processes in $u$ parallel lines are independently proceeded at the same time along the parallel line.

## V. SIMULATION RESULTS

In this section, we provide simulation results to illustrate the performance and computational complexity of our proposed trellis-structured QRM-MLD. We assume that the channel is block fading and the channel coefficients, generated according to the Rayleigh distribution, are constant for a period of one transmit time slot at the transmitter (i.e., the path gains are constant over $n_{T}$ transmitted symbols in this paper). In our simulation, we consider $n_{T}=n_{R}=2$ and $n_{T}=n_{R}=4 \mathrm{MIMO}$ system with 16 -QAM modulation and assume perfect channel state information (CSI) at the receiver is available. In Fig. 6, we present performance of trellis-structured QRM-MLD for the several $(u, v)$ cases when $X$ and $Y$ are set to the same values as $4.2,2.7$, and 1 . The parameters, $u$ and $v$, are the number of states and sub-states in the trellis-structured QRM-MLD, respectively. Note that $X$ and $Y$, are predetermined parameters of the two different thresholds in (8) and (10), respectively. The curves in Fig. 6 are obtained by applying the two thresholds for selecting paths as mentioned in section IV. We can see from Fig. 6 a slight performance degradation comparing with the performance of MLD. This is because two thresholds for selecting paths result in deprivation of opportunities for searching the paths. Instead, we can reduce the complexity in calculating and ordering metrics. Fig. 7 shows the average number of metric calculation per


Fig. 6. Performance of the trellis-structured QRM-MLD for the several cases in the $2 \times 2$ and $4 \times 4$ MIMO systems with 16-QAM. The predetermined values, $X$ and $Y$, in the two different thresholds are set to the same values as $1,2.7$, and 4.2. $u$ and $v$ are the number of states and sub-states, respectively.
parallel line according to the SNR. The complexity on the $y$-axis in Fig. 7 is measured by counting the metric calculations in (6) and (7) that are calculated for determining the symbols which are transmitted during one transmit time slot. We average the number of metric calculations per parallel line that are counted as above over 10,000 simulation results. The threshold parameters, $X$ and $Y$, are set to the same value as 4.2 in Fig. 7. For the tree-structured QRM-MLD using the fixed number of surviving paths, $p$, [12] the average values of metric calculation, calculated as $M+p M\left(n_{t}-1\right)$, are constant and larger than those of the trellis-structured QRM-MLD over all the SNR regions. In contrast, the average value of metric calculation per parallel line in the trellis-structured QRM-MLD for each $(u, v)$ case converges to $\left(M+u M\left(n_{t}-1\right)\right) / u$ as the SNR increases to infinity. The reason for converging to the certain number is that the average number of surviving paths from the each substate to the next stage is reduced to the only one as the SNR increases. Overall the SNR regions, the averaged complexity of metric calculation for the $(u, v)=(1,16)$ case will be decreased to approximately $8 \%$ that of the tree-structured QRM-MLD using the fixed number of surviving paths, $p(p=16)$, in the $4 \times 4$ MIMO system with 16-QAM modulation. We can also see from Fig. 7 that average metric computational complexity per parallel line is reduced as the number of states in the trellis-structured QRM-MLD increases. The low average number of metric calculation per parallel line leads to enhance the operation speed in VLSI implementation.

## VI. CONCLUSION

In this paper, we proposed trellis-structured QRM-MLD which provides the regularity and parallelism to ease the VLSI implementation. We also proposed two thresholds for determining the surviving paths and selecting the high reliable paths. From our analysis and selected numerical examples, we showed


Fig. 7. The average number of metric calculation per parallel line for the trellis-structured QRM-MLD and the tree-structured QRM-MLD using the fixed number of surviving paths, $p(p=16)$, in the $2 \times 2$ and $4 \times 4$ MIMO systems with 16-QAM. The predetermined values, $X$ and $Y$, in the two different thresholds are set to the same value as 4.2. $u$ and $v$ are the number of states and sub-states, respectively.
that our proposed trellis-structured QRM-MLD with two thresholds scheme can provide quite a low computational complexity for MIMO detection while the performance loss compared to the MLD is negligible.
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