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SOME REMARKS ON THE HELTON CLASS
OF AN OPERATOR

Insook Kim, Yoenha Kim, Eungil Ko, and Ji Eun Lee

Abstract. In this paper we study some properties of the Helton class of
an operator. In particular, we show that the Helton class preserves the
quasinilpotent property and Dunford’s boundedness condition (B). As
corollaries, we get that the Helton class of some quadratically hyponor-
mal operators or decomposable subnormal operators satisfies Dunford’s
boundedness condition (B).

1. Introduction

Let H be a complex (separable) Hilbert space and let L(H) denote the
algebra of all bounded linear operators on H. If T ∈ L(H), we write σ(T ) for
the spectrum of T . An operator T ∈ L(H) is said to be normal if T and T ∗

commute, where T ∗ is the adjoint of T . An operator T ∈ L(H) is said to be
subnormal if there is a Hilbert space K containing H and a normal operator
N on K such that N leaves H invariant and T = N |H . An operator T ∈
L(H) is said to be hyponormal if T ∗T ≥ TT ∗. An operator T is quadratically
hyponormal if and only if aT 2+bT +cI is hyponormal for all a, b, c ∈ C. Indeed,
every subnormal operator is quadratically hyponormal. But the converse is not
true from [10]. An operator T is said to be normaloid if ‖ T ‖= r(T ), where
r(T ) is the spectral radius of T . An operator T is said to be spectraloid if
w(T ) = r(T ), where w(T ) denotes the numerical radius of T .

An operator T ∈ L(H) is said to have the single valued extension property
if for any analytic function f : D → H, D ⊂ C open, with (λ− T )f(λ) ≡ 0, it
results f(λ) ≡ 0. For an operator T ∈ L(H) having the single valued extension
property and for x ∈ H we can consider the set ρT (x) of elements λ0 ∈ C such
that there exists an analytic function f(λ) defined in a neighborhood of λ0,
with values in H, which verifies (λ − T )f(λ) ≡ x. Throughout this paper, we
denote σT (x) = C\ρT (x).
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Assume that T has the single valued extension property. If there exists a
constant k such that for every x, y ∈ H with σT (x) ∩ σT (y) = ∅ we have

‖ x ‖≤ k ‖ x + y ‖,
where k is independent of x and y, we say that an operator T satisfies Dunford’s
boundedness condition (B).

Let R and S be in L(H) and let C(R, S) : L(H) → L(H) be defined by
C(R, S)(A) = RA−AS. Then

(1) C(R, S)k(I) =
k∑

j=0

(−1)k−j

(
k
j

)
RjSk−j .

Let R ∈ L(H). If there is an integer k ≥ 1 such that an operator S satisfies
C(R, S)k(I) = 0, we say that S belongs to Helton class of R with order k. We
denote this by S ∈ Heltonk(R).

In this paper we study some properties of the Helton class of an operator.
In particular, we show that the Helton class preserves the quasinilpotent prop-
erty and Dunford’s boundedness condition (B). As corollaries, we get that
the Helton class of some quadratically hyponormal operators or decomposable
subnormal operators satisfies Dunford’s boundedness condition (B).

2. Some properties

In this section, we study some properties of the Helton class of operators.
First, we start with the following proposition.

Proposition 2.1. Let R and S be in L(H) and S ∈ Heltonk(R) for some
integer k ≥ 1. Then the following statements hold:

(1) X−1SX ∈ Heltonk(X−1RX), where X is an invertible operator,
(2) S2S1 6∈ Heltonk(I) if S1S2 ∈ Heltonk(I) and 0 ∈ σ(S1),
(3) S|M ∈ Heltonk(R|M) if M∈ Lat(R) ∩ Lat(S), where Lat(R) consists

of all invariant subspaces (including (0) and H) for R, and
(4) S1 ⊕ S2 ∈ Heltonk(R1 ⊕R2) if Si ∈ Heltonk(Ri) for i = 1, 2.

Next we consider some relations of invertible operators through the Helton
class.

Proposition 2.2. Let S and R be invertible in L(H).
(1) If RjSk−j = Sk−jRj for j = 0, 1, . . . , k, then S ∈ Heltonk(R) if and

only if R−1 ∈ Heltonk(S−1).
(2) S ∈ Heltonk(R) if and only if S−1 ∈ Heltonk(R−1).

Proof. (1) Assume that RjSk−j =Sk−jRj for j = 0, 1, . . . , k. If S∈ Heltonk(R),
then the following equation holds:

0 = S−k




k∑

j=0

(−1)k−j

(
k
j

)
RjSk−j


 R−k =

k∑

j=0

(−1)k−j

(
k
j

)
(S−1)j(R−1)k−j.
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Thus R−1 ∈ Heltonk(S−1). The converse implication is similar.
(2) If S−1 ∈ Heltonk(R−1), then the following equation holds:

0 = Rk




k∑

j=0

(−1)k−j

(
k
j

)
(R−1)j(S−1)k−j


 Sk =

k∑

j=0

(−1)k−j

(
k
j

)
Rk−jSj.

If k is even, then (−1)k−j = (−1)j . Since
(

k
j

)
=

(
k

k−j

)
,

0 =
k∑

j=0

(−1)k−j

(
k
j

)
Rk−jSj =

k∑

j=0

(−1)j

(
k

k − j

)
Rk−jSj

=
k∑

i=0

(−1)k−i

(
k
i

)
RiSk−i.

Hence we have S ∈ Heltonk(R). If k is odd, then (−1)k+1−j = (−1)j . So by the
similar method we can show that S ∈ Heltonk(R). The converse implication is
similar. ¤

Next we study the Helton class of upper triangular operator matrices.

Lemma 2.3. Let

R =




R11 R12 R13 · · · R1n

0 R22 R23 · · · R2n

0 0 R33 · · · R3n

...
...

. . .
...

0 0 0 · · · Rnn




and S =




S11 S12 S13 · · · S1n

0 S22 S23 · · · S2n

0 0 S33 · · · S3n

...
...

. . .
...

0 0 0 · · · Snn




be operator matrices, where Rij , Sij ∈ L(H) for all i = 1, 2, . . . , n and j =
i, i + 1, . . . , n. Then S ∈ Helton2(R) if and only if Sii ∈ Helton2(Rii) for all
i = 1, 2, . . . , n and

∑k
m=j Rjm(Rmk − Smk) =

∑k
m=j(Rjm − Sjm)Smk for all

1 ≤ j < k ≤ n.

Proof. If S ∈ Helton2(R), then
∑2

j=0(−1)2−j
(

2
j

)
RjS2−j = 0. In particular,

if n = 2, then S2
ii − 2RiiSii + R2

ii = 0 for all i = 1, 2, and

S11S12 + S12S22 − 2(R11S12 + R12S22) + R11R12 + R12R22 = 0.

Thus R11(R12 − S12) + R12(R22 − S22) = (R11 − S11)S12 + (R12 − S12)S22. If
n ≥ 3, then we get that S2

ii − 2RiiSii + R2
ii = 0 for all i = 1, 2, . . . , n, and

(SjjSj,k + Sj,j+1Sj+1,k + · · ·+ Sj,k−1Sk−1,k + Sj,kSkk)
− 2 (RjjSj,k + Rj,j+1Sj+1,k + · · ·+ Rj,k−1Sk−1,k + Rj,kSkk)
+ (RjjRj,k + Rj,j+1Rj+1,k + · · ·+ Rj,k−1Rk−1,k + Rj,kRkk) = 0

for all 1 ≤ j < k ≤ n. So we obtain
k∑

m=j

Rjm(Rmk − Smk) =
k∑

m=j

(Rjm − Sjm)Smk
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for all 1 ≤ j < k ≤ n. The other implication is obvious. ¤

Theorem 2.4. Let R and S be operator matrices as in Lemma 2.3 and S ∈
Helton2(R). If Rii has the single valued extension property for i = 1, 2, . . . , n,
then Sii has the single valued extension property for i = 1, 2, . . . , n.

Proof. Since Sii ∈ Helton2(Rii) by Lemma 2.3, the proof follows from [7]. ¤

Next we study the Helton class of operators on 2-dimensional Hilbert space.

Lemma 2.5. Let A be a 2×2 matrix on C2, B ∈ Helton2(A), and A be similar
to R = ( a b

0 c ). Then we get the following cases:
(i) if a 6= c, then B is similar to R = ( a b

0 c ),
(ii) if a = c and b = 0, then B is similar to S =

(
a β
0 a

)
for any β or S =

(
a 0
γ a

)
for any γ, and

(iii) if a = c and b 6= 0, then B is similar to S =
(

a β
0 a

)
for any β.

Proof. (i) Since A is similar to R = ( a b
0 c ), where a 6= c, there exists an invertible

matrix X such that X−1AX = R. Since B ∈ Helton2(A), by Proposition 2.1
X−1BX ∈ Heltonk(R). Set S = X−1BX with S =

(
α β
γ δ

)
. Since S2 − 2RS +

R2 = 0,

0 = S2 − 2RS + R2

=
(

a2 − 2(aα + bγ) + α2 + βγ ab + bc− 2(aβ + bδ) + αβ + βδ
−2cγ + γα + δγ c2 − 2cδ + γβ + δ2

)
.

Hence we get the following equations:

a2 − 2(aα + bγ) + α2 + βγ = 0,(2)
ab + bc− 2(aβ + bδ) + αβ + βδ = 0,(3)
−2cγ + γα + δγ = 0,(4)
c2 − 2cδ + γβ + δ2 = 0.(5)

From (4), we get γ = 0 or α + δ = 2c.
If γ = 0, then we get the following equations:

a2 − 2aα + α2 = 0,(6)
ab + bc− 2(aβ + bδ) + αβ + βδ = 0,(7)
c2 − 2cδ + δ2 = 0.(8)

From (6) and (8), we obtain α = a and δ = c. Hence from (7) we have β = b
since a 6= c by hypothesis. Therefore

S =
(

α β
γ δ

)
=

(
a b
0 c

)
= R.

Assume that α + δ = 2c. We consider two cases: β = 0 and β 6= 0. If
β = 0, then from (5) we have c = δ and from (3) we get b(a − c) = 0, which
implies b = 0 since a 6= c. So from (2) we have a = α and it implies that
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a + δ = a + c = 2c. Thus a = c, which contradicts the hypothesis. If β 6= 0,
then from (5) and δ = 2c− α

(9) (c− δ)2 = (α− c)2 = −γβ.

Since δ = 2c− α, from (3) we get that

0 = (a + c− 2δ)b + (α + δ − 2a)β
= (a + 2α− 3c)b + 2(c− a)β.

So we have

(10) β =
(a + 2α− 3c)b

2(a− c)
,

since a 6= c. From (2) and (9) we obtain that

(11) (a− c)(a− 2α + c) = 2bγ.

Hence from (9) and (10) we get

γ = − (α− c)2

β
= − 2(a− c)

(a + 2α− 3c)b
(α− c)2

and finally from (11) we have a = c, which contradicts the hypothesis.
(ii) If a = c and A is similar to R = ( a 0

0 a ), then A = R. Since any 2 × 2
matrix B is similar to an upper triangular matrix or a lower triangular matrix,
first we assume that B is similar to S =

(
α β
0 δ

)
. Then there exists an invertible

matrix Y such that Y −1BY = S. Since B ∈ Helton2(A), by Proposition 2.1
S ∈ Helton2(R). Then by the similar calculation as in the case of (i) we obtain
S =

(
a β
0 a

)
for any β. For the case of S =

(
α 0
γ δ

)
, we get that B is similar to

S =
(

a 0
γ a

)
for any γ.

(iii) If a = c and A is similar to R = ( a b
0 a ), where b 6= 0, then by the similar

method as (i) we obtain that B is similar to S =
(

a β
0 a

)
for any β. ¤

From Lemma 2.5 we can get the following theorem.

Theorem 2.6. Let A be a 2 × 2 matrix on C2. If B ∈ Helton2(A), then
σ(A) = σ(B) and B is similar to A if A has two distinct eigenvalues.

Proof. The first statement is clear from Lemma 2.5. Since the matrix A has
two distinct eigenvalues we have the case of (i) in Lemma 2.5. So A and B are
similar to R, which means that B is similar to A. ¤

Recall that an operator S ∈ L(H) is quasinilpotent if σ(S) = {0}, or equiv-
alently limn→∞ ‖Sn‖ 1

n = 0. Next we show that the Helton class preserves the
quasinilpotent property.

Theorem 2.7. Let S ∈ Heltonk(R). Then R is quasinilpotent if and only if S
is quasinilpotent.



540 INSOOK KIM, YOENHA KIM, EUNGIL KO, AND JI EUN LEE

Proof. Suppose that R is quasinilpotent. Then limn→∞ ‖Rn‖ 1
n = 0 and this

means limn→∞ ‖C(0, R)n(I)‖ 1
n = 0. Since S ∈ Heltonk(R), C(R, S)k(I) = 0

and hence limn→∞ ‖C(R, S)n(I)‖ 1
n = 0. So for a given ε > 0, there ex-

ists a constant M ≥ 1 such that ||Rn|| = ||C(0, R)n(I)|| < M( ε
2 )n and

||C(R,S)n(I)|| < M( ε
2 )n for all n ≥ 0. Then

||Sn|| = ||C(0, S)n(I)|| =
∣∣∣∣∣∣

∣∣∣∣∣∣

∞∑

j=0

(
n

j

)
C(0, R)j(I) C(R, S)n−j(I)

∣∣∣∣∣∣

∣∣∣∣∣∣

≤
∞∑

j=0

(
n

j

)
||C(0, R)j(I)|| ||C(R, S)n−j(I)||

<

∞∑

j=0

(
n

j

)
M2

( ε

2
)j( ε

2
)n−j

= M2εn

for all n ≥ 0. So lim supn→∞ ||Sn|| 1n ≤ lim supn→∞(M
2
n ε) = ε. Since ε > 0 is

arbitrary, lim supn→∞ ||Sn|| 1n = 0. Hence S is quasinilpotent.
Conversely, suppose that S is quasinilpotent. Then S∗ is quasinilpotent.

Since S ∈ Heltonk(R), R∗ ∈ Heltonk(S∗). Thus R∗ is quasinilpotent by the
same argument as above. So R is quasinilpotent. ¤

A bounded linear operator S on H is called a generalized scalar operator if
there is a continuous unital morphism of topological algebras

Φ : C∞0 (C) → L(H)

such that Φ(z) = S, where as usual z stands for the identity function on C and
C∞0 (C) stands for the space of compactly supported functions on C that are
continuously infinitely differentiable.

Corollary 2.8. Let R ∈ L(H) be quasinilpotent and S ∈ Heltonk(R). Then
(1) if S is a generalized scalar operator, then S is nilpotent, and
(2) if S is hyponormal, then S is a zero operator.

Proof. The first statement follows from Theorem 2.7 and [8]. (2) Since S is
hyponormal and quasinilpotent by Theorem 2.7, S is a zero operator. ¤

Next we show that the Helton class preserves Dunford’s boundedness con-
dition (B). First, we give some direct proof for the following lemma which is
known in [8].

Lemma 2.9 ([8]). If R has the single valued extension property and S ∈
Heltonk(R), then σR(x) ⊂ σS(x) for any x ∈ H.

Proof. If S ∈ Heltonk(R) and R has the single valued extension property,
then S has the single valued extension property from [7]. Next, let f(λ) be
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an analytic function which verifies (λ − S)f(λ) = x. Since (λ − S)f (n)(λ) =
−nf (n−1)(λ) for every positive integer n, it is an easy calculation to show that

(λ− S)kf (k−1)(λ) = (−1)k−1(k − 1)!x.

Set

g(λ) = (−1)k−2 1
(k − 1)!

k∑

j=1

(
k
j

)
(R− λ)j−1(λ− S)k−jf (k−1)(λ).

Then g(λ) is analytic and

(R− λ)g(λ) = (−1)k−2 1
(k − 1)!

k∑

j=1

(
k
j

)
(R− λ)j(λ− S)k−jf (k−1)(λ)

= (λ− S)k(−1)k−1 1
(k − 1)!

f (k−1)(λ) = x.

Thus ρS(x) ⊂ ρR(x) for any x ∈ H. Hence σR(x) ⊂ σS(x) for any x ∈ H. ¤

Theorem 2.10. Let R ∈ L(H) and let S ∈ Heltonk(R). Then
(1) r(R) = r(S),
(2) if R is normaloid, then ‖ R ‖≤‖ S ‖,
(3) if R is spectraloid, then w(R) ≤ w(S), where w(R) and w(S) are the

numerical radii of R and S, respectively, and
(4) if R satisfies the single valued extension property and Dunford’s bound-

edness condition (B), then so does S.

Proof. (1) Since r(S) = sup{|λ| : λ ∈ σ(S)} and σ(S) is compact, there exists
λ0 ∈ σ(S) such that r(S) = |λ0|. In fact, the maximum is attained on the
boundary of σ(S), i.e., λ0 ∈ ∂σ(S). Since S ∈ Heltonk(R), σap(S) ⊂ σap(R)
by [9]. So λ0 ∈ ∂σ(S) ⊂ σap(S) ⊂ σap(R) and hence |λ0| ≤ r(R). Thus
we have r(S) ≤ r(R). On the other hand, we obtain r(R∗) ≤ r(S∗), because
R∗ ∈ Heltonk(S∗). Since r(R∗) = r(R) and r(S∗) = r(S), we have r(R) ≤ r(S).
So r(R) = r(S).

(2) If R is normaloid, then r(R) = ‖R‖. Since r(S) ≤ ‖S‖, we have ‖R‖ ≤
‖S‖.

(3) If R is spectraloid, then w(R) = r(R). Since r(S) ≤ w(S) by [5], we get
that w(R) ≤ w(S).

(4) By [7], S has the single valued extension property. Assume that x and
y are any vectors in H such that σS(x) ∩ σS(y) = ∅. Since σR(x) ⊂ σS(x) and
σR(y) ⊂ σS(y) from Lemma 2.9, σR(x)∩σR(y) = ∅. Since R satisfies Dunford’s
boundedness condition (B), there exists a constant k such that ||x|| ≤ k||x+y||,
where k is independent of x and y. Hence S satisfies Dunford’s boundedness
condition (B). ¤

Let S1(S) := {δ ⊂ C : the vectors of the form x + y with σS(x) ⊂ δ and
σS(y) ⊂ C \ δ are dense in H}.
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Corollary 2.11. Let R have the single valued extension property and let S ∈
Heltonk(R). If R satisfies Dunford’s boundedness condition (B), then for any
δ ∈ S1(S) there exists one and only one bounded idempotent E(δ) on H with
the properties that E(δ)x = x if σS(x) ⊂ δ and E(δ)x = 0 if σS(x) ⊂ C \ δ.

Proof. Since S has the single valued extension property from [7] and satisfies
Dunford’s boundedness condition (B) from Theorem 2.10, the proof follows
from [4, p. 242]. ¤

Recall that the residual spectrum of R, σr(R), is the set of λ ∈ σ(R) for
which R− λ is one to one and ran(R− λ) is not dense in H.

Corollary 2.12. Suppose that R is quadratically hyponormal and S∈Heltonk(R).
If σr(S) = ∅, then for any x, y ∈ H with σS(x)∩σS(y) = ∅, we have 〈x, y〉 = 0.
Moreover, in this case, S satisfies Dunford’s boundedness condition (B).

Proof. If R is a quadratically hyponormal operator, it is well-known that R
has the single valued extension property. So S has the single valued extension
property from [7]. Assume that σS(x) ∩ σS(y) = ∅. Since σR(x) ⊂ σS(x) and
σR(y) ⊂ σS(y) from Lemma 2.9, σR(x) ∩ σR(y) = ∅. To obtain 〈x, y〉 = 0 we
need to show that σr(R) ⊂ σr(S). If λ ∈ σr(R), then R − λ is one to one
and ran(R − λ) is not dense in H. So λ /∈ σp(R). Since σp(S) ⊂ σp(R) by
[9], λ /∈ σp(S) and hence S − λ is one to one. We also have ran(S − λ) 6= H,
since Γ(R) ⊂ Γ(S), where Γ(R) = {λ ∈ C : ran(R− λ) 6= H} by [9]. Thus
σr(R) ⊂ σr(S) and hence σr(R) = ∅. So 〈x, y〉 = 0 follows from [10]. Moreover,
since 〈x, y〉 = 0, ‖x‖ ≤ ‖x+y‖ holds. Hence S satisfies Dunford’s boundedness
condition (B). ¤

Recall that a closed linear subspace Y of H is called a spectral maximal
space of T if Y is invariant to T and if Z is another closed linear subspace of
H, invariant to T , such that σ(T |Z) ⊂ σ(T |Y), then Z ⊂ Y. An operator
T ∈ L(H) is called decomposable if for every finite open covering {Gi}n

i=1 of
σ(T ) there exists a system {Mi}n

i=1 of spectral maximal spaces of T such that
σ(T |Mi

) ⊂ Gi for every i = 1, 2, . . . , n and H =
∑n

i=1Mi.

Corollary 2.13. Let R be a decomposable subnormal operator and S∈Heltonk(R).
Then for any x, y ∈ H with σS(x) ∩ σS(y) = ∅, we have 〈x, y〉 = 0. Moreover,
in this case, S satisfies Dunford’s boundedness condition (B).

Proof. Since R has the single valued extension property, S has the single valued
extension property from [7]. If σS(x)∩σS(y) = ∅, then σR(x)∩σR(y) = ∅ from
Lemma 2.9. Hence 〈x, y〉 = 0 from [11]. Moreover, since 〈x, y〉 = 0, ‖x‖ ≤
‖x + y‖ holds. Hence S satisfies Dunford’s boundedness condition (B). ¤
Corollary 2.14. Let S ∈ Heltonk(R). Suppose that R is a quadratically hy-
ponormal operator and σr(S) = ∅ or R is a decomposable subnormal operator.
If there exist nonzero vectors x and y such that σS(x) ∩ σS(y) = ∅, then S has
a nontrivial invariant subspace.
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Proof. Let λ0 ∈ ρS(x). Then there exists an analytic function f(λ) defined in
a neighborhood of λ0, with values in H, which verifies (λ− S)f(λ) ≡ x. Since
(λ − S)Snf(λ) ≡ Snx for any nonnegative integer n, λ0 ∈ ρS(Snx). Thus
σS(Snx) ⊂ σS(x). Hence σS(Snx) ∩ σS(y) = ∅. By Corollaries 2.12 and 2.13,
we get that 〈Snx, y〉 = 0 for any nonnegative integer n. Hence ∨n≥0{Snx} is a
nontrivial invariant subspace for S. ¤
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