
비젼 기반의 포인  기기를 한 퍼지 스크린 검출기                                                                                               297

비젼 기반의 포인  기기를 한 퍼지 스크린 검출기
논  문

58P-3-10

Fuzzy Screen Detector for a Vision Based Pointing Device

고 재 원
✝

(Jae-Won Kho)

Abstract - In this paper, we propose advanced screen detector as a tool for selecting the object for tracking and 

estimating its distance from a screen using fuzzy logic in vision based pointing device. Our system classifies the line 

component of the input image into horizontal and vertical lines and applies the fuzzy rule to obtain the best line pair 

which constitute peripheral framework of the screen. The proposed system improves the detection ratio for detecting the 

screen in relative to the detector used in the previous works for hand-held type vision based pointing device. Also it 

allows to detect the screen even though a small part of it may be hidden behind other object.
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1. Introduction

As interactive multimedia have come into wide use, 

user interface such as remote controllers or classical 

computer mice have several limitations that cause 

inconvenience. Classical computer mice are available only 

on the supporting surfaces and can perceive only 

two-dimensional movement. For this reason, various type 

of pointing devices which can detect 6 DOF-movement in 

free space, have been developed[1-8]. Examples include 

hand gesture recognition systems[1-3], tilt-sensing 

tools[4], magnetic tracker[5], joystick-based device, gyro 

mouse[6], soap[7] and cubic mouse[8]. With a remote 

pointing device users can control the movement of a 

mouse pointer on the screen at an appreciable distance in 

mid-air. However, devices for remote pointing have 

performed poorly, inconvenient to use, cost too high, and 

show low performance or counter-intuitive manipulation 

in relative to existing computer mice. And there is no 

general model yet like existing optical or ball mouse. 

Therefore, our previous study have focused on obtaining 

vision based hand-held typed pointing device with higher 

DOF motion sensing suitable for more general purpose 

while also being less expensive than other devices based 

on computer vision. Vision-based pointing devices can be 

divided into two types: a fix positioned camera type and 

a hand-held type. The former devices track human 

motion or object manipulation in front of a fixed camera 

and the results are used to guide the mouse pointer’s 

motion. In contrast, the latter devices have one or more 

cameras in the handheld device to detect the device 

motion itself like a traditional mouse. A camera imbedded 

hand-held type of pointing devices have its own 

convenience in relative to the fix positioned camera type 

of pointing devices which recognize human gestures. 

However, few studies have been reported concerning 

those type of devices on account of difficulties about 

object tracking and pose recognition. Accurate recognition 

of an object for tracking is critical component affecting 

their performance. In the previous study, we developed a 

vision based pointing device using a small camera and 

proposed a method to detect a screen and to track its 

corner points to estimate the movement of this device 

and the user’s distance from the screen, which enable the 

control of a cursor on the computer display[9]. But, the 

previous method showed the limitation in the detection of 

the screen when a part of it might be hidden behind 

other object such as decoration on a monitor and a small 

cup in front of the screen, because the system detects 

the overall frame shape of the screen.

For practical use of the handheld pointing device based 

on screen detection, it should be more flexible in the 

various situations include that a color of the monitor 

frame is similar to the background or screen image’s 

color, and as well as that, monitor frame is hidden as 

mentioned above. To cope with these situations and to 

increase detection ratio of the screen, we extracted the 
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line component from input images using hough 

transform[10] and then the fuzzy inference process[11] 

was provided to select lines that constitute the frame of 

the screen from the horizontal and vertical straight lines. 

The use of fuzzy logic has benefits concerning the 

flexible detection of the screen. The linguistic parameters 

considered as characteristic of the screen’s edge line can 

make available the disturbed information resources by 

assignment of weight values of each parameters. 

While the boolean method, at times, misdetection of 

small part of screen by only small disturbance by other 

object or noise might result in misdetection for a whole 

screen image.

The remaining part of the paper is organized as 

follows: Section 2 describes the process to get 

vertical-horizontal pairs of line components, which are 

used as candidates for the frame of screen in an input 

image. Section 3 presents the fuzzy model to estimate the 

similarity to predefined characteristics of the screen and 

also to estimate the suitability for tracking. Section 4 

shows the experimental results using proposed fuzzy 

detector algorithm applied to sample screen image. 

Concluding remarks are included in section 5.    

2. Candidate Line Pairs for the Screen

In this section, we describe how to get line 

components in an input image and to pair the two 

vertical lines with the two appropriate horizontal lines to 

meet the needs of minimum requirement to form a 

rectangular shape.

Hough transform techniques [10] have been applied 

conventionally as the way of recognizing the straight lines 

in the image because of its robustness of handling 

incomplete image data and high degree of discrimination 

ability. Surveys of the Hough transform for binary images 

and applications appear in [12,13]. The basic theory is on 

a voting process where every edge points of a cluster vote 

for all possible curves passing through those points. 

Points in the   plane is mapped to sinusoidal curve 

in the   plane by the equation (1) 

    (1)

Then, the line that passes through the two edge points 

in the   plane corresponds to the intersection of two 

sinusoidal curves in the   plane. An accumulator 

array is used to count the number of intersection in the 

  plane. Then it selects the most accumulated point 

corresponding to the line in the   plane. In order to 

apply the Hough transform, the Canny edge detection 

algorithm [14] was used to find out the edges of the 

image.

The extracted segments are classified into vertical 

line(VL), horizontal line(HL), and diagonal line(DL) using 

equation (2).
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The line between i
th
 and i+1

th
 points are categorized 

based on its angle in respect to the x axis of the image. 

Figure 1 shows a sample image containing a screen and 

its classification results. Among the three types of lines, 

VL and HL groups are selected for the next process.

Fig. 1 All the line segments extracted by the hough transform 

are classified into HL, DL, and VL groups (right side 

of the figure). The HL and DL groups are selected for 

the following process steps (left side of the figure).

The procedure for the selecting the candidate pairs of 

vertical-horizontal lines to be scored by fuzzy logic in the 

next section is built based on the algorithm described 

below:

STEP 1 : Select a leftmost vertical line which is 

designated in Eq.(3) as a first reference line.

                 (3)
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STEP 2 : Select a uppermost horizontal line   

satisfying the following condition.

    ≥ ∧ ≥      (4)

STEP 3 : Select a next leftmost vertical line 

VLi+1 satisfying the following condition.
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STEP 4 : Select a next uppermost horizontal line 

  satisfying the following condition.
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STEP 5 : Add the vector { , , , } 

to the table of candidate pairs as a row.

STEP 6 : Repeat the STEP 1 to 5 for all the possible 

combination of vertical and horizontal lines in the image.

The results of line pairs in respect to the sample 

image are shown in Fig.3. We can verify that some lines 

that could not pair with other lines are removed in the 

table of candidate pairs.

Fig. 2 Vertical and horizontal line pairs

Fig. 3 (Left) All of the vertical and horizontal lines,       

       (Right) Lines in the table of candidate pairs

3. Fuzzy Logic to Evaluate the Matching Degree

As it is shown on the right side of Fig.3, usually the 

line pairs that constitute the frame of the screen have 

shorter gap distance between vertical and horizontal lines 

than the other pairs and have a regular aspect ratio (4:3 

or 16:9). The position of the screen in the image is also 

an important factor, because enough area should be 

provided for feasible tracking. Therefore, we have defined 

three parameters to characterize these features.

First, the average of gap distances between 

neighboring segments in the i
th
 line pair is defined as 

follows:




  ∀∈∀∈
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Where, N is the total number of line pairs, and 

Line_dist  function calculates the minimum distance 

between two lines, for example, Line_dist( , ) can 

be calculated as follows :

          (8)

  is normalized to the range [0,1] by dividing its 

value with the largest gap distance in all line pairs 

within an image.

The second parameter is the distance between the 

center of the ith  line pair and center of the image, which 

is defined as follows:

 


   (9)

Where,   is the center point of the image which can 

be estimated from the resolution of the given image,   

is the center of the ith  line pair which is consisted with 4 

lines, and the function Point_dist  calculates the distance 

between two points.   can be estimated as follows:

  

 






 



   (10)

The parameter   is also normalized to the range 

[0,1] by dividing its value with the distance between the 

center and origin of the image.

Lastly, the third parameter, aspect ratio of the ith  line 

pair is defined by Eq.(11).
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In order to increase the flexibility and reliability of the 

detection process in this model we used the fuzzy logic. 

Each parameter described above is too vague and 

uncertain to directly constitute a clear evidence for 

detecting process. For example, the shape of the screen 

in the input image is not uniform caused by perspective 

deformation which depends on the position of the camera. 

For this reason, the aspect ratio should be expressed as 

how close its value is to the format of the normal screen 

and be considered with other parameters to detect the 

screen in the image. In our fuzzy logic system, we used 

the above three parameters as the factors to evaluate the 

matching degree by fuzzification. We adopted a 

Mamdani-type model[15] thanks to its simplicity. The 

linguistic input and output variables and their associated 

terms used by the fuzzy detector are shown in table 1.

Table 1 Linguistic variables and terms

Variable Type Range Terms

 Input [0,1] Close, Mod, Far

 Input [0,1] RC,NC,NB

 Input [0,1.5] WW,W,WN,N,NN

 Output [0,100] VH,H,M,L,VL

Legend: Mod=Moderate, RC = Right in the Center, NC = 

Near in the Center, NB = Near in the Boundary, WW = 

Wider than Wide monitor frame, W = Wide monitor 

frame, WN = Wider than narrow monitor and Narrower 

than wide monitor frame, N = Narrow monitor frame, NN 

= Narrower than Narrow monitor frame, VH = Very 

High, H = High, M = Medium, L = Low, and VL = Very 

Low.

Fig. 4 Fuzzification of the linguistic variable 

Fig. 5 Fuzzification of the linguistic variable 

Fig. 6 Fuzzification of the linguistic variable 

Fig. 7 Fuzzification of the linguistic variable 

The values of a fuzzified input execute all the rules in 

the fuzzy reasoning system, which includes rules like the 

following: 

IF the   is Close and   is RC and   

is WW THEN the   is M. 

The rule bases used for our model are shown in Table 
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2. Fuzzy rules are generated by a heuristic analysis of 

the relationships of the linguistic variables and desired 

outcome to represent the matching degree.

For every line pair, each of the fuzzy if-then rules is 

evaluated. In the deffuzzification procedure, the center of 

area method is used to convert the output of all rules 

into a crisp value. Each fuzzy output is multiplied by its 

corresponding singleton value, then the sum of these 

products is divided by the sum of all the fuzzy outputs 

to obtain the final single output variable as is indicated 

in the following formula:







∙

 (12)

Where,   represents number of all output values 

which are considered,   is the given values of the terms 

with the corresponding membership function  .

Table 2 Fuzzy rule base

       

Close RC WW M Mod NC N M

Close RC W VH Mod NC NN L

Close RC WN M Mod NB WW L

Close RC N VH Mod NB W L

Close RC NN M Mod NB WN L

Close NC WW M Mod NB N L

Close NC W H Mod NB NN L

Close NC WN M Far RC WW VL

Close NC N H Far RC W L

Close NC NN M Far RC WN L

Close NB WW L Far RC N L

Close NB W M Far RC NN VL

Close NB WN M Far NC WW VL

Close NB N M Far NC W L

Close NB NN L Far NC WN L

Mod RC WW M Far NC N L

Mod RC W H Far NC NN VL

Mod RC WN M Far NB WW VL

Mod RC N H Far NB W VL

Mod RC NN L Far NB WN VL

Mod NC WW L Far NB N VL

Mod NC W M Far NB NN VL

Mod NC WN M     

4. Experimental Results 

The defuzzified output value computed by Eq.(12) 

represent the matching degree of each line pair. 

Randomly selected eight samples among 505 line pairs 

and their defuzzified output values are shown in the 

Fig.8. All the matching degrees of each line pair are 

compared and then, a line pair which has highest value is 

selected as the best candidate, which constitutes the 

frame of a screen. In our experimental results, the pair 

number 337 (Fig.8-e) can be selected as the best 

configuration of line pairs.

As shown in Fig.8, we can see that the configuration 

of a line pair more coincide with a frame of a screen 

when it has the higher value of matching degree.

 

(a) pair number 1 (61.811)    (b) pair number 82(23.627)

 

(c) pair number 103(28.226)   (d) pair number 259(21.448)

 

(e) pair number 337(68.987)   (f) pair number 343(34.055)

 

(g) pair number 419(68.273)   (h) pair number 505(16.648)

Fig. 8 Selected sample of line pairs: The values in the 

parenthesis represent the defuzzified matching 

degree of each line pair.

5. Conclusion 

One of the major problem that troubled in the 

hand-held type of vision based pointing devices is 

detecting the target used to decide its position and 
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reference for tracking. We improved the performance of 

these type of pointing device by detecting the screen. To 

increase the detection ratio of the screen in the variable 

environmental condition, we extracted the vertical and 

horizontal line components in the image which can be 

obtained in the camera imbedded in the pointing device, 

and then we configured the rectangular formed line pair, 

which used as candidate for frame of screen. In the process 

of selecting the best line pair, a fuzzy logic system which 

has four linguistic variables and 45 fuzzy rules, was 

used. Experimental results show that proposed fuzzy 

detector system accurately evaluates the matching degree 

of each line pair according to the coincidence level.  
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