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A New Constant Modulus Algorithm based on Minimum Euclidian
Distance Criterion for Blind Channel Equalization
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ABSTRACT

In this paper, a minimum Euclidian distance criterion between error PDF and Dirac  delta function is infroduced and a
constant modulus  type blind equalizer algorithm based on the criterion is proposed. The proposed algorithm using constant
modulus error in place of actual error term of the criterion has superior convergence and steady  state MSE performance, and
the error signal of the proposed algorithm exhibits more concentrated density function in blind equalization environments.
Simulation results indicate that the proposed method can be a reliable candidate for blind equalizer algorithms for multipoint
communications.
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restart after a communications breakdown [2][3].

1. INTRODUCTION

Increasingly, multipoint communication has
been a focused topic in computer communication
networks including the Internet, the ATM, and
the wireless/mobile networks [1]. In those
applications, blind equalizers to counteract
multipath effects are very useful since they do

not require a training sequence to start up or to
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One of the well known blind equalization
algorithms is constant modulus algorithm (CMA)
which utilizes output power and constant
modulus of modulation schemes [4].

Problems involving the training of adaptive
equalizers have been solved through the use of
information theoretic optimization criteria. As a
way for solving these problems,
information-theoretic learning (ITL) has been
introduced by Princepe [5]. Unlike the mean
square error (MSE) criterion that utilizes error
energy, ITL method is based on a combination

of a nonparametric probability density function
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(PDF) estimator and a procedure to compute
algorithm,
minimization of error entropy (MEE) has been

entropy. As a robust ITL

developed by  Principe, Erdogmus and
co-workers [6]. ITL-type methods have shown
superior performance as an alternative to MSE
in supervised channel equalization applications
[7]. Recently, a new method of minimizing
Euclidian Distance between two PDFs for
adaptive blind equalizers has been introduced
[8]. In order for Euclidian distance expressed
with Parzen PDFs to be minimized, the
authors proposed to use a set of randomly
generated desired symbols at the receiver so
that the PDF of the generated symbols
matches that of the transmitted symbols. The
performance, however, shows that the method
leaves much room for improvement.

In this paper, instead of dealing with the
Euclidian distance between desired PDF and
output PDF, and based on the motive of
concentrating error samples near zero, we
propose to minimize the Euclidian distance
between the error PDF and a Dirac-delta
function and use constant modulus error in
place of the error term of the proposed
criterion for blind applications.

This paper is organized as follows. In
Section II, we briefly describe the CMA
which is based on MSE criterion. In Section
III, the minimum ED algorithms using a set
of randomly generated desired symbols for
blind equalization are introduced. We
describe the proposed algorithm in Section
IV. Section V reports simulation results.
Finally, concluding remarks are presented in
Section VI.

2. CMA BASED ON MSE CRITERION

In case of linear equalization, a tapped delay
line (TDL) can be wused for input

_ T
X =[x X5 X Xy ] and output

_wT
Ve =W Xy where Wi is weight vector at

time k. For training-aided equalization, error
sample €t between the desired training
symbol dy and output Vi

e, =d,—y; :dk_WkTXk. Channel

equalization without the aid of a training

are produced by

sequence dk is referred to as blind channel

equalization. Using the power of output Yk and
constant modulus of the modulation scheme,
CMA has been developed based on the
following cost function based on mean squared
error (MSE) criterion [4].

2
Py =E[(|yk| _Rz)z], 6))

where R, = E[|dk|4]/E[|dk|2],

The minimization of £eau with respect to the

equalizer coefficients can be performed
recursively according to the steepest descent

method,
oF, CMA
ow . 2

W =Woa —Hen

new

where Hcma is the step-size parameter. By

differentiating ftvm4  and  dropping the

expectation operation we obtain the following

LMS-type algorithm for adjusting the blind

equalizer coefficients:

2

| _Rz)
3

Wea =W, =200 X -y, '(|yk
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3. MINIMUM ED CRITERION AND
RELATED ALGORITHMS FOR
BLIND EQULIZATION

The  Euclidian  distance  between  the

transmitted symbol PDF Ja and the equalizer

output PDF J, vcan be minimized with respect to

weight W as
Min(EDLf,. £,1)=Min[ £3(£)a

F[r2©dg=2] £, f,(&HdE)
4

If the two distributions are close to each
other, the ED cost function (4) minimizes the
divergence between the desired symbols and
equalizer output samples. Our initial idea was
to generate, at the receiver, random symbols
that have the same PDF of the transmitted
symbols [8], which is introduced as follows.

Given a set of randomly generated N

{dladza ’dN}, the PDF based

on Parzen window method can be approximated
by

symbols

1 N
fd(f)—W;Ga(f—di)

1 1 ~(£-d)’
=— exp[ —]

N‘T o227 207 . %)
Where Ois the standard deviation of a

zero-mean Guassian kernel. Under the

assumption that all L levels are equally likely,

the number of random symbols corresponding

to each level 4 isN/L . Then the integrals
of the multiplication of two PDFs in (4)

become

Iff(é)dé— 356 ., -d)

i=l j=1

(6)
| ff(é)dé— 3560, £l
o (7
[ @de=— ZZ
o ®)

We note that (6) is not a function of weight.
By summing the interactions among pairs of

output samples we can obtain the IB(y,Y) as
in (7). Equation (8) defined as IR(d,y)
indicates the interactions between the two

different variables d and) . So the cost

function (4) can be reduced as P1 in (9).

B=1IR(y,y)-2-IR(d,y). )

Now a gradient descent method can be
applied for (9) with respect to equalizer weight

vector.
8P
I/Vnew = I/Volal
8W , (10)
The gradient is evaluated from

R
aW 2N202 Z Z(y )

i=k—N-+l, j=k—N+1

-Ggﬁ(yj -3)-(X-X)

s ZZ(d )G d,~y) X

an
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For convenience sake, this method [8] shall be
referred to here as minimum ED (MED)
algorithm in this paper.

4. MINIMUM ED BETWEEN
ERROR PDF AND
DIRAC-DELTA FUNCTION,
AND THE PROPOSED
CMA-TYPE ALGORITHM

In this section we develop an algorithm that
tries to create a concentration of error samples
near zero by matching the error PDF with the
shape of Dirac-delta function located at zero.

Aiming at this goal, we first minimize the
Euclidian distance D[/%(€),0(€)] between the
two PDFs, the error signal PDF Sz(€) and

Dirac-delta functionO(€) .

DLfy(e),8(e)]= [ f2(§)dé +[5*(E)dé
2 PAG G

2
Substituting Ve for I Te(9)ds i o),
V

where "eis defined as information potential in

[5], we obtain

Dlfi(e),0(e)] =V, +1=-21,(0) (3

Since we can also remove the constant term

from (13) for it is not controllable with equalizer

D[ f;(e),0(e)] leads

to the new criterion for errors.

min{V, -2, (0)} (14)

weight W', minimizing

For convenience sake, we refer to (14) as
minimum ED for zero-error (MED-ZE) criterion.

Using the same approach as in (6) or (7), V.,

can be derived as follows:

n=ﬁﬁ¢m¢
- ;‘VH, ;v(f ale) gy

The error PDF fz(€) using Gaussian kernel

and a block of N error samples can be

expressed as

fole)= :nggw—eo. 6

With e=0, the zero-error probability
J(0) reduces to

==

fE(O)—— ZG (=)

N iiTva a7

Then the cost function ©F2of the proposed
MED-ZE criterion becomes

7 Z ZG G

i=k—N+1 j=k-N+1
EPILI ofe (-e)
N . 1;v+1 (18)

This cost function can not be applicable to
blind equalization because error signal requires
desired signal or training symbols. Upon the fact
that CMA uses constant modulus error instead of
the exact error signal, now we develop a new
blind equalization algorithm that tries to create a

concentration of constant modulus error

2
€cmu =|y k| —R,  pear zero by inserting
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2
€cmu :|yk| —R, into the proposed  cost

function ©» and using a block of past output

samples Y, = {yk7yk—1""’yk—N+l}.

— Y Y65 -

sz+ljkN+l

-y ZGU( [ = D)

1 k—N+1 : (19)

Now we derive a gradient descent method for

minimization of the cost function (19).

op,

oW . (20)
The gradient is evaluated from

o, Y Y-

2 A72
aWk N i=k—N+1 j=k—-N+1

Wew =Woa = 1

new

2 2 * *
Ggﬁ(|yi| _‘yj‘ )(ijj_ini)
[ -
lk N+1
R2_|yi|2)'yi 'Xi*, 2D

where His the step-size for convergence
control of the proposed algorithm .
We assume that L-ary PAM signaling

systems are employed and the all L levels are

equally likely to be transmitted a priori with a

|
probability 4, and the transmitted levels 4

takes the following discrete values

A4, =21-1-L I=12,.,L, (22)

Then the constant modulus Rz becomes

= El|4,['1/ E[| 4[] 23)

5. SIMULATION RESULTS AND
DISCUSSION

In this section the comparative performance of
the proposed, MED, and CMA in blind
equalization is presented for two linear channels
and simulation results are discussed. The 4 level

(L =4) random signal is transmitted to the

channel and the impulse response, hi of the
channel model in [9] is

1 .
:5{1+cos|27r(l —2)/BW]}’ i=123 (4

The parameter BW determines the channel
bandwidth and controls the eigenvalue spread
ratio (ESR) of the correlation matrix of the
inputs in the equalizer [9]. The channel models
have typical multipath fading characteristics. The
channel model 2 shows large attenuation of
below -20 dB after a quarter of the sampling
frequency.

Channel 1: BW =3.1, ESR=11.12,

Channel 2: BW =33, ESR=21.71.
The number of weights in the linear TDL

equalizer structure is set to M =11. The
channel noise is zero mean white Gaussian for a
SNR=30 dB. As a measure of equalizer
performance, we use probability densities for
errors (the difference between the actual
transmitted symbol and the output) of CMA,
MED and the proposed. The convergence
parameters for CMA which have shown the
lowest steady-state  MSE are 0.00001 and
0.0000005 for CH1 and CH2, respectively. We

eh= QB HEst3| (10263)
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used a data-block size N =20 for ITL
algorithms. For MED, the kernel size & =0.5

in (6) and the convergence parameter
Hygp =0.0074s  used. For the proposed
algorithm, we use the kernel size O = Sin (20)

and the convergence parameter X =0.02,
Clearly, small step-size makes the performance
slow and large step-size induces fast learning
speed but increased minimum MSE. In this
simulation, 0.02 is chosen as the best step-size.
The kernel size of the proposed algorithm is also
shown to have effect on MSE convergence
speed and steady state MSE value. Large kernel
size decreases the convergence speed and small
kernel size of the proposed algorithm reveals to
increase steady state MSE value. As the best
kernel size, 5 is chosen from simulation, and it
is noticeable that a more in-depth research on
the effect of kernel size on the proposed
algorithm is needed.

We have studied the PDF of steady-state
errors and MSE learning curves of the proposed,
MED and CMA as a figure of merit. We see in
Figs. 1 and 3 for MSE performance that
increasing the ESR has the effect of increasing
the steady-state error of CMA.

In case of channel 1 with ESR=11.12, the
MSE performance in Fig. 1 shows that the
enhanced
performance in comparison with MED and
CMA. In Fig. 2, the error PDF estimates are
shown. Clearly, the error distribution of the

proposed has a  significantly

proposed is more concentrated around zero. In
the severer channel model, channel 2, whose
ESR is 21.71, CMA shows severe performance
degradation in Fig. 3. On the other hand, the
steady-state error-performance of the proposed

and MED show similar performance to that in
channel 1, so the ITL-type algorithms can be

For channel 1
—— FProposed

MSE (dB)

i 2000 4000 6000 2000 10000
Mumber of samples

Fig. 1. MSE convergence performance
for channel 1.

50

For channel 1

—=&— Proposed
—e— MED
—A—CMA

N
o
1

N W
=] S
1 1

Probability density (/2000)
2

Error value

Fig. 2. Error probability density
comparison for channel 1.

considered relatively insensitive to ESR
variations compared to CMA based on MSE
criterion. Also the proposed algorithm yields
about 3 dB performance enhancement compared

24
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to MED in both channel models. Fig. 4 depicts
the estimated probability densities of the
algorithms in channel 2. Their performance

For channe 2
—&— Froposed
F#—MED

| Hh—Cha

MSE (4B

T T T T T T T T T 1
1] 2000 4000 6000 8000 10000
Mumber of sarmples

Fig. 3. MSE convergence performance
for channel 2.

w0 For channel 2
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—e— MED
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o
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2
8 104
Q
[
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04
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Error value

Fig. 4. Error probability density
comparison for channel 2.

differences are shown more clearly. The error
values of CMA appear not to be gathered well
around zero, but the proposed and MED produce

error distribution still concentrated around zero.

The fact that the error values of the proposed
algorithm have gathered well around zero
implies that blind equalizers employing this
method produces correct symbols much better
than the conventional CMA without the aid of
training symbols but only with the utilization of
the information potential of constant modulus
error samples and constant modulus error PDF

Se(ecud) .

6. CONCLUSION

In the recent research on utilizing minimum
ED between the Euclidian distance between
desired PDF and output PDF, there is a method
(MED) using a set of randomly generated
desired symbols at the receiver so that the PDF
of the generated symbols matches that of the
transmitted symbols. In this paper, instead of
dealing with distance between desired PDF and
output PDF we proposed to minimize the
Euclidian distance between the error PDF and a
Dirac-delta function and use constant modulus
error in place of the error term of the proposed
criterion for blind applications. Minimization of
the Euclidian distance between the error PDF
and a Dirac-delta function has the effect of
creating a concentration of error samples near
zero. It was revealed that Euclidian distance
between the error PDF and a Dirac-delta
function reduces to interaction between
information potential of error samples and
zero-error probability. Utilizing the fact that
CMA uses constant modulus error instead of the
exact error signal, we developed a new blind

algorithm by
- R,

equalization inserting

2
€cuma :|y k| into the proposed cost

ron

b= OlE{Yl HE5ts| (10H63)
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function.

The performance of CMA based on MSE
criterion and MED and the proposed one based
on information theoretic learning have been
compared in terms of MSE learning curves and
the error distributions for two different multipath
channels. These analyses demonstrated that the
proposed algorithm has a faster speed of
convergence, lower steady-state means squared
error in comparison with CMA and MED.

The error samples of the proposed algorithm
exhibited a more concentrated density function.
In more detail, the proposed algorithm yielded
about 3 dB performance enhancement compared
to MED in both channel models.

These results indicate that the proposed
method can be an excellent candidate for blind
equalizer algorithms for multipoint
communications. In future work, it is needed a
research for reduced computational complexity of
the proposed method for efficient implementation

of blind equalization applications.
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