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A New Criterion of Information Theoretic Optimization and Application
to Blind Channel Equalization
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Abstract

Blind equalization techniques have been used in multipoint communication on which the research on the internet has
focused. In this paper, a criterion of minimizing Euclidion Distance between two PDFs for adaptive blind equalizers has
been presented. In order for ED expressed with Parzen PDFs to be minimized, we propose to use a set of randomly
generated desired symbols at the receiver so that the PDF of the generated symbols matches that of the transmitted
symbols. From the simulation results, the proposed method has shown supetrior error performance even in severe channel
environments in which CMA has shown severe performance degradation. This indicates that the proposed algorithm can
be considered relatively insensitive o ESR variations compared to CMA. As a field of ITL, ED minimization using Parzen PDFs
has shown possibilities of being successfully applied to blind equalization.

= keyword : Blind Equalization, PDF, Euclidion Distance.

1. INTRODUCTION effects are very useful since they do not require a
training sequence to start up or to restart after a
Multipoint communication has been an increasingly communications breakdown [2][3].
focused topic in computer communication networks, Problems involving the training of adaptive
including the Internet, the ATM, and the wireless/ equalizers have been developed through the use of
mobile networks [1] information theoretic optimization criteria. As a
In applications such as broadcast and multipoint way for solving these problems, information
networks, blind equalizers to counteract multipath theoretic learning (ITL) has been introduced by

Princepe [4]. This approach is to choose the
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optimized at the output space of the mapper. ITL
algorithms are based on a combination of a
nonparametric probability density function (PDF)
estimator and a procedure to compute entropy or
information potential (IP). The difficulty in
approximating Shannon’s entropy is overcome by
utilizing Renyi’s generalized entropy. Estimating
the data PDF nonparametrically is based on the
Parzen window method using a Gaussian kernel.
The combination of Renyi’s quadratic entropy
with the Parzen window leads to an estimation of
entropy or information potential by computing
interactions among pairs of output samples which
is a practical cost function for ITL. This approach
has been applied to Blind deconvolution of a
linear channel by maximizing or minimizing the
output entropy of an adaptive equalizer.
Maximum entropy deconvolution is based on
the idea that when the nonlinear device output
PDF is forced to uniform by maximzing its output
entropy, the pdf of equalizer output matches the
pdf that is the derivative of the nonlinearity, where
the nonlinearity is selected to be the cdf of the
source signal. On the other hand, minimum
entropy deconvolution method is also available.
Erdogmus and his coworkers show that the
minimization of Renyi’s entropy at the output of
the equalizer can achieve Blind deconvolution [5].
But the global minimum of a minimum entropy
Blind deconvolution criterion occurs for zero
equalizer weights, corresponding to a zero
equalizer output. This unwanted situation should be
avoided by some measures such as modifying the
cost function with the equalizer output variance.
In this paper we investigate the interactions
among not only output samples but also ramdomly
generated desired samples at the receiver by

utilizing Euclidian distance (ED). It will be shown
that this ITL algorithm can be applied to blind
equalization on the condition that the randomly
generated desired data have the same shape of
PDF as that of the transmitted data.

2. ED BETWEEN TWO PDFS

Recently, Erdogmus introduced an information
theoretic framework based on Kullback Leibler
(KL) divergence [6] minimization for training
adaptive systems in supervised learning settings
using both labeled and unlabeled data [7].

The KL divergence is a way to estimate mutual
information which is capable of quantifying the
entropy between pairs of random variables. The

KL divergence between two PDFs, /. and /. is:
KLLf, o f,1= [ £(O)logl ()] £,(EdE (1)

Since it is not quadratic in the PDFs, it can not
be easily integrated with the information potential
[4]. Based on the Euclidian distance, a new
divergence measure between two PDFs [4] has
been introduced which contains only quadratic
terms to utilize the tools of information potential as

EDLS,, f,1= [ £2(©)dE +[ £(£)dé
—2[ £, (g 2
For equalization application, the Euclidian

distance between /. the transmitted symbols PDF

and /, the equalizer outputs PDF, can be

minimized with respect to equalizer weight W as

Min(EDLf,. £,1) = Minl[ £2(£)d¢ + 121
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In other words, we create desired symbols for
the input signal during training by utilizing the
equalizer outputs PDF and the previously known
PDF information of the transmitted symbols.

In this paper, we propose a method of
minimizing the Euclidean distance based on
Parzen PDFs which are computed directly from
data samples. Computing ED directly from data
samples requires also a continuous and
differentiable estimator for the two probability

density functions Ja and /,. Parzen windowing is
a suitable method, which is in general biased but
the bias can be asymptotically reduced to zero by
selecting an unimodal symmetric kernel function
such as the Guassian and reducing the kernel size
monotonically with increasing the number of
samples. Selection of an optimal kernel size is one
of the important steps in the Parzen windowing
method but in this paper it will be left for future
work.

For blind channel equalization, we assume here

that the a priori probability /. of transmitted
symbols is known to the receiver but the exact
training symbols are not available to the receiver.
This assumption can be considered reasonable in
most cases since the transmitter has a particular
modulation scheme and the symbols are generally
independent and identically distributed (i.i.d). as
that of the transmitted data.

3. ED MINIMIZATION ALGORITHM
FOR BLIND EQULIZATION

Given the randomly generated N independent

and identically  distributed  (iid)

{d\.d,.dy,..sdy ), the pdf can be approximated by

symbols

1 N
Ja($) =N;GG(§—d,)

4)

where G, ()is typically a zero mean Guassian
kernel with standard deviation o. If the symbols
are generated randomly so as to match with the

PDF of the transmitted symbols, the /.($)in (4)
can be considered the same as the PDF of the
desired symbols. The point noticeable here is that
for Parzen PDF calculation, instead of the exact
training symbols, the randomly generated symbols
are used at the receiver. For example, in case of
bipolar transmission with equal probability, random
numbers +1, 1 are generated equiprobably for
Parzen PDF calculation but no exact desired
symbols are used for it. The number of generated
random numbers is the same as that of the output
symbols to be used in cost function calculation.
This makes blind equalization possible because
exact desired symbols are not used.

One of the advantages of Parzen window with
Gaussian kernel is that we can avoid the integral
computation directly, since the integral of the two
Gaussian kernels generates another Gaussian
kernel with different double standard deviation.
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Equation (5) is the sum of interactions of all
pairs of randomly generated symbols. This can be
called IP of the set of randomly generated
symbols, or IP(d,d)in this paper. By summing the
interactions among pairs of output samples we can
obtain the IP(y.y) of output samples as in (6).
Equation (7), IP(d,y), indicates the interactions
between the two different variables. Equations (6)
and (7) which contain system output are a
function of weight but (5) is not a function of
weight since.

d; is the desired sample randomly generated

Now we derive a gradient descent method for
the minimization of the cost function (3) with
respect to equalizer weight W.

P
ow ®)

where P =1P(y,y)=2-1P(d,y),

Wew =Woa — 1

new

In case of on line linear equalization, a tapped
delay line (TDL) can be wused for input
Xy =[x %, %o Xy ] and output Ve =W/ X at
time k (Fig. 1). The randomly generated desired

symbols Dy = {dl’dZ""’dj"“’dN} are used in
the equalization process regardless of time k. Then
the gradient is evaluated from

oP 1 k k
ow, - 2N’c? i:k—ZNJrl, /:];VSV/ »)
'Gaﬁ(y/_yi)'(Xi_Xj)

L3
- (d'_yi)'GCr (d'_yi)'Xi
N’c’® i=k—N+1, j=1 ! A

(&)

This proposed method is referred to as
minimum ED (MED) algorithm in this paper. The
proposed blind equalizer structure for N=2 is
shown in Fig. 1.

4. SIMULATION RESULTS

In this section we present and discuss
simulation results that illustrate the comparative
performance of the proposed MED  algorithm
versus constant modulus algorithm (CMA) in blind
equalization for two linear channels. The 4 level

1P field

\ 2
O (@) ) ﬂ:
e—d,
ﬁ o—: !
- :
O =l d .
4 ‘B

P IPdy) !

______________

(Figure 1) Proposed structure for N=2.
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random signal {+3,+1} is transmitted to the channel

and the impulse response, /;0f the channel model
in [8] is
1 .
hi = 5{1 +COS[27Z'(I —2)/BW]} 7 i= 1’2,3 ) (10)
The parameter BW determines the channel
bandwidth and controls the eigenvalue spread ratio

(ESR) of the correlation matrix of the inputs in
the equalizer [8].

Channel 1: BW =3.1, ESR=11.12,
Channel 2: BW =33, ESR=21.71.

The number of weights in the linear TDL
equalizer structure is set to 11. The channel noise
is zero mean white Gaussian for a SNR=30 dB.
As a measure of equalizer performance, we use
probability densities for errors of CMA and MED.
The convergence parameters for CMA which have
shown the lowest steady state MSE are 0.00001
and 0.0000005 for CH1 and CH2, respectively.
For MED we used a data block size N =20, a
fixed kernel size o=0.5 and the convergence
parameter 4 =0.007

To investigate the effect of orders on the
performance, the randomly generated desired
symbols Dy =ldi\dsndndy ] are studied in 3

cases of different orders as described below;
Casel :

+1: j=N/4+1,N/4+2,.,N/2.
77 =1:j=N/2+1,N/2+2,...3N /4.
~3:j=3N/4+13N/4+2,..N.

Case 2 :
+3:/=159,.,N 3.
+1:/=2,6,10,., N —2.

JT 21 =300, N - 1.
~3:j=4812 ., N.

Case 3 :
d; =Randomly ordered {31},

Where the symbols in all 3 cases are
equiprobable.

We have studied the PDF of steady state errors
of MED and CMA as a figure of merit. All three
cases of different orders have been observed to
show exactly the same performance in the result.
This is readily understandable since all symbols of
Dy are paired with all output samples and involved
in the interaction calculations in (7) or (9). We see
in Figs. 2 and 3 for error performance that
increasing the ESR has the effect of increasing the
steady state error of CMA. For comparison of the
blind algorithms with the training aided method,
the least mean square (LMS) algorithm with its

convergence parameter #=0.005 is used.

704

60 4
—=&— Training-aided
| —a— MED (Blind)
\W —=— CMA (Blind)

\
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(Figure 2) Probability density for errors
in channel 1.
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50 Channel 2
‘m —=&— Training-aided
Vﬂ'W —e— MED (Blind)

—A— CMA (Blind)

] w
=3 S
! !

Probability density (/2000)
>
1

o
1

Error value

(Figure 3) Probability density for errors
in channel 2.

In case of channel 1 with ESR=11.12, the error

performance of the MED has shown a slightly
increased performance in comparison with CMA.
In the severer channel model, channel 2, whose
ESR is 21.71, CMA has shown severe
performance degradation. On the other hand, the
steady state error performance of MED has
shown similar performance to that in channel 1, so
the proposed MED can be considered relatively
insensitive to ESR variations compared to CMA.

3. CONCLUSION

In this paper, an information theoretic
unsupervised learning, namely, a criterion of
minimizing ED between two PDFs criterion for
adaptive blind equalizers has been proposed. In order
for ED expressed with Parzen PDFs to be a cost
function for blind equalization, we proposed to use
a set of randomly generated desired symbols so that
the PDF of the generated symbols matches that of
the transmitted symbols. We have shown that using
randomly generated symbols and minimizing ED

which is a combination of sample interactions, the
weight vector of the linear TDL equalizer can be
successfully adjusted without training symbols. In
both channel models, the error performance of
MED has shown enhanced performance in
comparison with CMA. In severe channel
environment, MED has shown superior performance
but CMA shows severe performance degradation.
The error performances of MED have been observed
to be similar in all simulation channel environments.
This implies that the proposed MED can be
considered relatively insensitive to ESR variations
compared to CMA. Many challenging steps for
better ideas lie ahead in this area of research, and
we conclude that as a field of ITL, ED minimization
using Parzen PDFs has shown possibilities of being
successfully applied to blind equalization. In future
work, it is considered that this method can be readily
applicable to nonlinear equalizers such as weight
adjustment in neural networks, and for QAM
transmission, complex versions of this method
should be studied. A research for reduced
computational complexity is also needed for efficient
implementation of blind equalization applications.
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