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Abstract

This study deals with an Excel-based scheduling system for a small and medium sized manufacturing factory
without sufficient capability for managing full-scale information systems. The factory has the bottleneck with
identical machines and unique batching characteristics. The scheduling problem is formulated as a variation
of the parallel'machine scheduling system. It can be solved by a two-phase method: the first phase with an
ant colony optimization (ACO) heuristic for order grouping and the second phase with a mixed integer program-
ming (MIP) algorithm for scheduling groups on machines.

1. A-] = example with an Excel-based system. Similarly, we

| Y
consider an Excelbased scheduling system for a

Small and medium sized companies usually ex-
perience difficulties in implementing information
systems for several reasons: weak information in-
frastructure, unstable manufacturing processes, in-
sufficient exper- tise in managing production, in-
formation systems, and so on. An effective alter—
native for such companies is to implement an in-
formation system based on Excel. For example,
Park and Yosida (2007) explain a Manufacturing
Execution System (MES) implementation method
for small and medium sized companies, and give an
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small and medium sized manufacturing factory
without sufficient capability for managing full-scale
information systems.

The ABC factory, a typical small company, man-
ufactures polyurethane panels for cold storages by
a make-to-order (MTO) basis. One of its com-
petitive advantages is flexible and short delivery.
As business grows, however, the scheduler has
experienced severe difficulties in meeting due
dates. The factory does not have enough re-
sources to implement an MES with a scheduling
system. Hence we need to develop an Excel-based
scheduling system which does not require other
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information systems but still can develop a rea-
sonably ‘good’ production schedule from a man-
ually-managed order list.

The simple process of the factory allows us to
focus on scheduling the bottleneck rather than the
whole process. Once the schedule of the bottle-
neck is determined, then those of other operations
can be done in a straightforward manner. The bot-
tleneck workstation has several ‘identical’ ma-
chines, and so can be regarded as a Parallel
Machine Scheduling Problem (PMSP). The unique
batching property of the operation, however, re-
quires a customized algorithm,

A lot of studies for various PMSP can be found
in the literature such as Pinedo (2002). Only a few
similar to our problem will be mentioned here.
First, Suér et al. (1997) consider a PMSP with lot
splitting and setup time. They assume that all of
the jobs are sorted by the early due date rule, and
give several mathematical models. Cao et al
(2005) consider similar problems which need to
select working machines from K available machines.
They develop a combinatorial optimization model
and a tabusearch heuristic to minimize the total
weighted tardiness penalty.

We suggest a different approach based on Ant
Colony Optimization (ACO), which was introduced
by Dorigo et al. (1999). It mimics the foraging be-
havior of ants. They usually seek out food in the
surrounding area of the nest in a random manner.
If it finds a food source, an ant carries some of
food back to the nest. During the return trip, it de~
posits a pheromone on the ground, which will at-
tract others to the food source. We discuss how to
solve our problem by adjusting pheromone level.

Section 2 explains the details of our scheduling
problem. Two mathematical formulations are pre-
sented in section 3: one without order mixing and
the other one with order mixing. In section 4, we
propose a two-phase method: the first phase with
several heuristics including ACO, and the second
phase with a branch and bound algorithm of Mixed

Integer Programming (MIP). In section 5, we show
computational resuilts of an Excel-based scheduling
system. Concluding remarks are included in the
last section.

2. Problem Descriptions

The ABC factory processes customer orders of
cold storages. It cannot carry inventory, because
each order has unique dimensions. The factory
determines the specifications of a cold storage de-
picted in <Figure 1>, as an order arrives. Each
face of a cold storage usually consists of several
frames. Each frame is made of 6 panels with heat-
insulating materials inside. They initially cut panels
with proper dimensions, and then assemble them
into frames. A frame needs to be cured for a short
period. After curing is over, the frames are ship-
ped to a customer site so that they are built as a
cold storage.

Its manufacturing process used in a typical small
factory is quite simple, and is dominated by a sin-
gle bottleneck, which is the assembly/curing
operation. The operation with 2 ‘identical’ assem-
bly /curing machines processes frames by batches
or groups. Frames with various sizes are fixed on
a table for the operation. A table may contain more
than one frame depending on its size and shape.
Workers usually determine which frame is set on
which table. In average, 80 percent of the table
space is covered by frames and fixtures, and the
remainder becomes idle.

<Figure 1> Components for a cold storage.

We will not consider this detailed 2-dimensional



fol

30/018r - HEY -

op

g

L HZIUS AT A8 2AHEEH ALH

packing problem. In fact, once the specifications of
an order are given, the scheduler groups frames
so that they can be fit with tables, and determines
the number of tables required. Hence, without the
loss of generality, we can assume that a table can
contain only a single frame. An assembly/curing
machine processes a group of maximum 6 frames
(or tables), and its processing time is independent
of the number of frames. There is no setup time
between groups. Machine breakdown is not assumed.
Therefore, maintenance is not necessary.

Since the assembly/curing operation determines
the manufacturing sequence and throughput of the
whole factory, it is enough to schedule the bottle-
neck operation. The scheduler manually maintains
an order list and tries to make a production sched-
ule with a frozen period of 2 days. Due dates for
order are the most important factor for scheduling.
We assume that workers are equal, and that there
is no machine failure.

3. Mathematical Models

Qur problem is a variation of the PMSP. We
propose two mathematical models as shown in
<Figure 2>' the Basic Mathematical Model (BMM)
and the Order Mix Model (OMM). In the BMM, or-
der mix is not allowed: each group consists of

frames belonging to the same order. In other
words, even if an order cannot fill a group with 6
frames, the unfilled group shall be processed. This
assumption is so simple that the machines are not
utilized well.

The OMM allows order mixing: a group may
consist of frames belonging to different orders so
that each group contains 6 frames whenever
possible. The concepts of the models are depicted
in <Figure 2>. The BMM makes the problem too
simple, but will be helpful to solve the OMM.

The set of customer orders and the set of re-
sulting groups are denoted by O and G res-
pectively. G is the groups belonging to the order /
The due date for order /is denoted by d. The
time period required for processing a group IS
fixed as p, and independent of groups and orders.
L, N and M are the total number of orders, groups,
and machines, respectively. Decision variables in
the BMM are given as follows:

Xi = 1, if group /is processed immediately after
group / on machine k&
(group O is a dummy group processed al-
ways first)
Y& = 1, if group / is assigned to machine k&
Ci = the completion time of group / on machine &
H; = the final completion time of group jis as-

Order spfiting Basic Mathematical Model

Crder Mix Modet

Order spiftting

(a) the BMM

(b) the OMM

<Figure 2> Concepts of the mathematical models
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signed to machine k&

F, = the completion time of order / i.e., the
maximum of FAs belonging to order /

U, = 1, if the completion time of order /is later
than its due date

The BMM can be written as follow:

The BMM tries first to schedule groups and then
determines how many jobs are tardy. The ob-
jective function Equation (1) minimizes the number
of tardy jobs. Constraints from Equation (2) to

min iU,
1=l
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Equation (5) determine the precedence relation-
ships and allocations of groups. Constraint Equation
(6) guarantees that machines are assigned to the
similar workload. Equation (7) and Equation (8)
state that an operation cannot be started before its
preceding operation is completed. Equation (9) and
Equation (10) indicate the completion times of a
group and an order, respectively. Equation (11)
defines a tardy order. The BMM itself does not
yield an effective solution to our problem, because
no order mix makes the bottleneck inflexible and

inefficient.

(1)
Vj= LN (2)
Vj=1L.N,Vk= 1M (3
Vi=1LN,Vk=1M (4)
Vik=1.M (5)
Vik=1.M (6)
Vij=1LNji#jVk=1M (N
Vj=1.N,Vk=1.M (8)
Vj=1.N,Vk=1M 9
Vi=1.L (10)
vi=1.L (11)
Vi,j=1LNji#jVk=1.M (12)
vi=1.L (13)
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Now, we extend the BMM to the OMM so that
frames are assigned into the minimum number of
groups. The set of frames is written as S S de-
notes a set of frames belonging to order / And the
following decision variabies are added to those of
the BMM.

Ais = 1, if frame s is assigned to group Jj
Hs = the completion time of frame s belonging
to group ;

The following constraints for order mixing are
added to the BMM: other constraints are needed to
be changed accordingly.

Constraints Equation (14) and Equation (15) en-
sure that each frame is grouped exactly once and
that each group has at most six frames. Equation
(16) and Equation (17) represent the completion
time of a frame. Finally, Equation (10) should be
replaced with Equation (18).

4. A Two-Phase Heuristic

Our computational results imply that the BMM
can be easily solved, but its results are too simple
to be applicable. The OMM cannot be solved within

a reasonable time limit by an exact branchand-
bound MIP algorithm, mostly because of too many
binary variables for frame assignment, A, Hence,
we devise a two-phase method for separating frame
assignment from group allocation. In the first phase,
frames are assigned into groups by considering
due dates. Then in the second phase groups are
scheduled to minimize tardy jobs.

In the first phase, an order is divided into
frames, and then the frames are assigned to a
group. We try three kinds of heuristic algorithms:
a simple greedy heuristic, a genetic algorithm, and
an ACO heuristic. The first two methods are rela-
tively wellkknown in the literature, e.g., Guo et al.
(2006). We use a general logic for the genetic
algorithm. The pheromone update rules for ACO
are shown in <Figure 3>.

Tps 1S @ pheromone level which frame s is as—
signed immediately after frame p. Equation (20) is
a local pheromone update rule where 1 is the ini-
tial pheromone value and p (0 < p < 1) is the local
pheromone evaporating parameter. Equation (21) is
a global update rule where S is the best solution
and Sp is the new best solution.

Once frames are assigned to groups, then we
can use the BMM for machine allocation. If the

Input: A problem instance of frame assignment
Initialize pheromone value and parameter values
while (termination condition not met) do

for ant k=1 to K do

for frame p =1 to P do

Frame assignment

T = (F p)* 10 + 70

End
If &> S then

for framep=1to P do

(20)

Tps = (]' p)* Tps ”/'AT[ (2])

A1, =1/(%-5)
End
end while
Qutput: Best solution

<Figure 3> An ACO heuristic for frame assignment
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first phase finishes frame assignment, then the
second phase schedules the resulting groups by
using the BMM. Now, the due date of a group is
the same as the shortest one of the frames be-
longing to the group. A general branch-and-bound
type algorithm may solve our problem reasonably
well.

5. Computational results and an
Excel-based scheduling system

For testing the computational efficiency of our
method, we use real data from March to April in
2007. Our models are implemented in the Xpress-
MP environment which is a well-known commercial
package: see Guéret et al. (2002) for details. The
branch-and-bound routines by XpressMP are used
and other heuristics are coded in C. Tests are run
on a Pentium M (Sonoma) Windows platform with
1GB RAM. The average computing time of the
OMM with a branchrandbound MIP algorithm is
longer than one hour, which is certainly un-
acceptable in a real situation. Accordingly, we try
the two-phase method with 3 different heuristics.
The results are summarized in <Table 1>, which
implies that our two-phase heuristic works rela-
tively well. For the real data, the values of the ob-
jective function by both a genetic algorithm and an
ACO are the same as true optimization ones, which
is no tardy jobs.

As mentioned before, the ABC factory is not ca-
pable of implementing a full-scale information
system. Thus, we decide to implement our algo-
rithms as a ‘stand-alone’ Excel-based scheduling
system. Some examples are shown in <Figure 4>.
First, the scheduler of the factory maintains the
order list as an Excel file. When the scheduler
needs a schedule, he/she converts the order file to
a list of frames which can be done on Excel. After
confirming the frame list, the scheduler types a
data path of the file, a number of orders, and so
on, as shown in <Figure 4(a)>. Then, the output

schedule is given as a sheet like <Figure 4(b)>.
The sheet includes a summary of production
schedule and group assignment, and a Gantt chart.
The summary contains the makespan and the num-
ber of tardy orders too. Either a genetic algorithm
or an ACO heuristic can be used in the first phase.
We prefer ACO to genetic algorithms, because its
code is much simpler and yet as fast as genetic
algorithms.

<Table 1> Computing times of the twophase

heuristic
Data Heuristic used in the second phase
Set GREEDY GENETIC ACO
1 8.5 sec. 9.9 sec. 7.8 sec.
2 19.6 6.7 9.7
3 20.1 11.2 11.2
4 28.7 14.5 18.5

6. Concluding Remarks

We consider a MaketoOrder (MTO) factory
which is not capable of full-scale information
systems. The factory yet needs a scheduling sys—
tem to meet due dates for customer. Hence we
propose a ‘stand-alone’ Excelbased scheduling
system for the bottleneck operation. First, we de-
velop two mathematical models as a variation of
the parallel machine scheduling problem (PMSP).
Our PMSP is found hardly to be optimized by a
branch-and-bound algorithm of mixed-integerpro-
gramming (MIP). Thus we devise a twophase
method to find a schedule within a reasonable time
limit. The first phase uses either a genetic algo-
rithm or an Ant Colony Optimization (ACO) heu-
ristic to find frame assignment to groups. The sec-
ond phase uses a branchrandbound MIP routine
(supported by XpressMP) to allocate groups into
machines. The result of twophase method shows
relatively good schedules. Moreover, it is easy to
handle and is very flexible for whatif simulation.
Hence it can be a quick alternative for a small and
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(a) an input screen

(b) an output schedule

<Figure 4> Examples of the Excelbased scheduling system

medium sized company which looks for a schedul-
ing system.

It should be noted that cur system cannot con-
sider the two-dimensional bin packing problem re-
quired for assigning frames onto a table. Certainly,
it is very hard to implement such the system on
Excel. Moreover, we should consider quality as-
pects of cold storages and statistical properties of
processing times for group. For that purpose, we
should consider a PERT-CPM type scheduling and
a statistical quality control for storages. Hence,
we may need other approaches to solve the ex-—
tended problem.
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