20 T2 Mol 530] AMS Y8t ICA HlE BT ddd
=2 2008-45IE-3—-4
O o] B OJAl Q. 0O]5
e 4 g A4S 913 ICA W A
( Comparison of ICA Methods for the Recognition of Corrupted
Korean Speech )
34
( Seonil Kim )
2 <
¥ 7 Independent Component Analysis(ICA) €¢38]&& &3t 252 A7 287 49 24 A5 dAL A3
Ak ol olgstel W NS HMME o3t JABRATL o] A5 AAEE 20| Holy] Fel §4 U5 214

b=

&% vusg &4 NEE F

Hshe) F 7b) A2 08 ICAZ AH839em 1 59 St negentropy & Arhshahs

FastICA dnaFoln] thE shve 9 A3 Alo|9 EYAL HudeldA 4&HH 29 Abole mutual informations At
33 information-maximization approach °lth. WAl A77 A FZo] FA T3 s go] A4FL §7.85%0H o}
FE A Y AU E RES 43S HojA] FAL & F UYL AL AF} FastlCAEZ o] 43 A3 &4 Add B3
A4 E-& 1.65%, information-maximization ©)48 F4& &4 Azd )& ANEL 202% ANE Ay} ey} wat
Al o= WS HEIFER 9u] glE Ao} gleE FAAT

Abstract

Two independent component analysis(ICA) algorithms were applied for the recognition of speech signals corrupted by a
car engine noise. Speech recognition was performed by hidden markov model(HMM) for the estimated signals and
recognition rates were compared with those of original speech signals which are not corrupted. Two different ICA methods
were applied for the estimation of speech signals, one of which is FastICA algorithm that maximizes negentropy, the other
is information-maximization approach that maximizes the mutual information between inputs and outputs to give maximum
independence among outputs. Word recognition rate for the Korean news sentences spoken by a male anchor is 87.85%,
while there is 1.65% drop of performance on the average for the estimated speech signals by FastICA and 2.02% by

information-maximization for the various signal to noise ratio(SNR). There is little difference between the methods.
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Speech Recognition

I. Introduction

Although the performance of speech recognition
technology has advanced over a few decades, speech
recognition in a real world has many problems' to
tackle. One of those is all kinds of sounds from other
sources being called noise. Especially if you want to
order your car to open windows while you are
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driving, such noise as the sound from the engine of
your car is very critical.

The interaction between human and computer is
increasingly important in today’s technological
society. In the area of telematics which needs to
respond to the voices from driver, speech recognition
technology is very important. But the interfering
sounds from car engine noise, music and wind make
the performance of speech recognition unacceptable

Telematics incorporates several technologies to
Among

To recognize

serve people while they drive. those

technologies speech recognition is.
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speech signals corrupted with noises you have to
first recover them from the mixed ones. ICA can be
one of the several methods that can recover speech
signals.

ICA uses such tools to recover speech signals as
kurtosis™ and negen‘cropy[ZJ to get the independent
from the observed
maximizing nongaussianity. For the

theory, information maximization®

source signals signals by
information
between observed
signals and estimated signals, and minimization of
mutual 4~ petween estimated signals

based on the self organizing learning algorithm are

information

being used. This is conventional approach to get the
solution.

(6] proposed fast fixed-point algorithm

Hyvarinen
known as FastICA. It is very fast. But is it superior
to the other methods for the Korean speech signals.

Such question can be answered by the comparison
of two ICA methods for the recognition of corrupted
Korean speech which reveals at the end of this paper.
If there is little difference between two methods that
can be approached in totally different ways, you can
freely choose the method you want according to your
environment.

First, blind source separation(BSS) is explored
briefly. Secondly, the ICAs which include FastICA
algorithm'®
approachm are explained. Lastly, the results of speech

and an  information-maximization
recognition experiments for the original and estimated
source signals are shown.

II. BSS

BSS is the techniques to get the solution for the
segregation of unobserved signals or sources from

m Using BSS enhancement

several observed mixtures
of speech signals in a noisy car environment can be
achieved®™. BSS can be formulated mathematically as
the estimation of m latent signals from their =

mixed signals. That is

(D

(124)
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x=[z 2y zyx,]T 2
s=[s; 89 855, |7 (3)

x is a column vector which consists of n observed

th

signals. z; is the output signal of " microphone or

sensor which - mixes m

independent as possible[g].

signals which are as

s is a column vector which consists of m
mutually independent source signals and A is a
If the number of microphones or sensors is the
same as the number of independent signals, n=m.
To recover source signals in s from the mixed
signals in x, you have to know mixing matrix A.
Then s can be found as

4
®)

s=A lx=Wx
W=A"!

Since mixing matrix A is not known, W=A"!
can’t be found. It has to be estimated from the mixed
signals which can be observed to find source signals.
So the term blind is used. To recover original signals
W which gives maximum independence between
outputs in x has to be estimated.

. ICA

ICA assumes the maximum independence between
source signals which enables estimation.

There are several approaches to achieve ICA and
get estimation of W. Maximization of nongaussianity,
maximum lkelihood estimation and minimization of

2 They are based on

statistical inference and information theory™”.

mutual information are those

It is assumed that source signals are nongaussian.
Fortunately, speech signals are known usually to
have supergaussian probability distribution which is
nongaussianm.

The central limit theorem is a classic result in
probability theory. It says that the distribution of
sum of independent random variables tends toward a

gaussian distribution. A sum of two independent
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random variables usually has a distribution that is
closer to gaussian than any of the two original
random variables. It means that nongaussianity is
independent. W which gives maximum nongaussinity
between outputs can be estimated..

How can it be measured? It can be measured by
kurtosis™. The kurtosis of a random variable y can
be defined as

kurt(y) = E{y*}—3(E{y*})? (6)

To simplify things, They are made to be sphere so
that

Eyt=1 @)
Ey}=0 ®)
Then (8) becomes

kurt(y) = E{y*}-3 9)

For a gaussian distribution, kurtosis becomes 0.
For most nongaussian random variables, kurtosis is
nonzero.

It's very simple. You do calculate only E{y*}. But
it has drawback that higher order statistics is
sensitive to peak noise. Accordingly, kurtosis is not a
robust measure of nongaussianity

1. Whitening
Independence If the

covariance of random variables is zero, they are

means uncorrelatedness.

uncorrelated. But uncorrelatedness does not imply
independence™”.

Whiteness means that their mean is zero and their
covariance is 1. It is slightly stronger property than
Whitening means independence
between vectors. But it is not sufficient. It is the
preprocessing to solve the problem of ICA. They are
made to be white before proceeding to the algorithm
of ICA.

It is assumed that z is whitened vector of x which

consists of mixed signals of speech and engine noise

uncorrelatedness.

of a car(called engine noise).

Al
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z=Vx 10)

where V is a whitening matrix. Observed data
vector x is transformed to whitened one by linearly

. multiplying V. The whitening matrix can be found as

1

where )

E is the orthogonal matrix of eigenvectors of
covariance matrix of x,

D

covariance matrix of x.

is diagonal matrix of the eigenvalues of

Accordingly, all means of z are Os and covariance
matrix of z is the identity matrix.

2. FastICA algorithm using negentropy
Negentropy is another measure of nongaussianity.

It is based on the information theory. It can be

(125)

avoided to be sensitive to peak noise.
The entropy of random vector y is

Hly) = — / p,(n)logp, (n)dn (12)

The definition of negentropy J of random vector y

is given by

J(y) = H(¥gaues) ~H) (13)

where y,,., iS a gaussian random vector. It has
the same covariance as random vector y.

Gaussian random vector y has a hightest entropy,
negentropy becomes 0 when y has a gaussian
distribution. Otherwise, negentropy becomes bigger
than 0. Bigger negentropy, less gaussian. Negentropy
can be a measure of nongaussianity.

It is computationally too expensive to get the
negentropy using equation (13). They can be reduced
by good approximations.

Jy) = 55 B + o burt(y)? (14)
More approximations give
Jy) o< [H{ Gy) }— E{G(v)}]? (15)
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where v iS a gaussian variable of zero mean and
unit variable. The random variable y is assumed to
have zero mean and unit variance. By appropriate
function G you can get better negentropy than the
one given by (15).

To measure by these equations you can use
gradient method which takes the gradient of the
approximation of negentropy in (15) with respect to
the inversion of mixing matrix, W=A"!. When the
gradient approaches 0, you can get the good
estimation of source signals.

T

Since  W=(w,w,-w,)" an independent source

signal using whitened vector z can be estimated as
y=w'z (16)

Fast fixed-point algorithm was used which was
known as FastICAI6]. It is much faster than gradient
method.

Fast fixed—point algorithm is based on Newton
method which is described as

T, =2,—flx)/f (z,) an

where f(z,) is a function of », and f(z,) is a
derivative of f(z,).

According to the Lagrange conditions under the
constraint E{y*}=1, Il wll =1, the following equation
is obtained.

F(w)=E{zg(w"2)  pw (18)
Its derivative comes to

£ (w)=E{za"g (w"2) 1+ L (19)
Substituting (18} and (19) into (17),

w < Elzg(w'z)— E{g (w"z)}w}} (20)

One of the following equations can be used as an
good approximation of g.

gl(y) = tanh (aly) (21)
92(y)=yexp(—%/2) (22)
9(y) =v* (23)
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where 1 <aq, <2,

You can update w according to (20). After
normalizing w, you can repeat (20) if it is not
converged.

3. Information Maximization

learning algorithm performs
maximization of the information transferred in a
network of nonlinear units®.

The information that output ¥ about input X

contains is defined as

A self-organizing

1Y,X)=H(Y)- HYIX) (24)

where H(Y) is the entropy of the output. H( Y |X)
is whatever entropy the output has which didn't
come from the input. That is B ¥1X)=H(N). In the
case that there is no noise, the mapping between X
and Y is deterministic and the mutual information
can be maximized by maximizing the entropy H(Y)
alone,

When a single input z is passed through a
transforming function y=g(z) to give an output
variable y, both Xy,z) and H(y) are maximized
when high density parts of the probability density
function of z is aligned with highly sloping parts of
the function y=g(z).

When g¢{z)
decreasing, the pdf of the output f,(y) can be written
as a function of the pdf of the input f, (z).

is monotonically increasing or

_ f.(z)
fy(y)—~ Iay/azl (25)
The entropy of output is given by
H(y) =— E[Inf (y)] (26)
Substituting (25) into (26) gives
Hly)= E[ln —‘;% ] — E[lnf,(z)] 27)

The second term on the right is just input, and not
related to a parameter w, it can be neglected.
If y=g(z) is the logistic transfer function
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then the following can be derived
Awocg—f— Ls-2y) (29
Extending to the input vector x
AWoc [WT] 7'+ (1 —2y)xT (30)

With the some modification not to calculate costly
inverse calculation and learning rate, (30) can be used
to learn weight matrix W.

IV. Recognition using Estimated Speech
Signals

Speech recognition experiments were conducted for
the Korean news corpus which was told by a male
anchor. They were sampled at 16 bits, at a rate of 16
k. The size of a frame is 25 ms, that is, 400 samples
are there. This frame is moving by 10ms apart.
Hamming window of preamplification coefficient of
0.97 was used. 26 coefficients are used as a feature
vector, which includes 12 Mel frequency cepstrum
coefficients(MFCC), 1 energy, and their differences.

3 state left-right monophone hidden Markov
model(HMM) used for the training and
recognition. Used were 581 sentences totally. For the

was

HMM training, 500 sentences were used. 81 sentences
were put to work for the recognition. In other words,
5972 words were given to training. 880 words were
applied for recognition. 10 gaussian mixtures were
preferred for these experiments, since they showed
best performance. Monophone model was adopted as
data was insufficient for the triphone model training.

87.85% 1is the recognition rate for the words of
sentences of original speech data( Corr), and the Acc
is 8.77%.

You can see the recognition rates for the signals
estimated by FastlICA in Table 1,
Table

and by

information-maximization  In 2. The

abbreviations are
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Table 1. Recognition rates for the estimated signais by
the FastiCA algorithm using negentropy.
SNR Corm(%) Acc(%)
1st 2nd 1st 2nd
0dB 86.70 86.70 85.11 85.23
-1dB 86.70 86.70 85.11 85.23
-2dB 86.59 86.59 85.11 85.00
-3dB 86.59 86.70 85.11 85.23
-4dB 86.82 86.48 85.23 85.00
-5dB 86.59 86.59 85.00 85.11
-6dB 86.48 86.52 85.00 85.34
-7dB 86.70 86.70 85.11 85.11
-8dB 86.48 86.93 85.00 85.34
-20dB 86.59 86.59 84.99 85.11
-2508 8545 86.25 83.64 84.20
-30dB 85.45 85.91 83.98 83.98
-35dB 84.77 8545 83.18 83.86
-40dB 82.39 84.20 80.68 82.84
86.02 86.31 84.45 84.76
Mean
86.20 84.61
Corr = H/ Nx 100% (31)
Acc=(H—1)/N* 100% (32)

where N : The total number of labels,
H : The number of correct labels,

I : The number of insertions.

Two signals, a speech and an engine noise were
mixed according to the signal to noise ratio(SNR) in
table. Engine noise is measured sound from the
muffler. It doesn’t include other noises such as wind.
The sound includes acceleration. Two mixed signals
were made to simulate two microphones. Since it is
assumed to have a distance between microphones. the
difference between the energies of the two mixed
signal was set to 2dB.

In tables, you can see recognition rates for the
estimated speech signals being separated from mixed
ones. Two experiments was performed twice for each
method since the qualities of estimated speech signals

are not even. And means were calculated. There is
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Table 2. Recognition rates for the estimated signals by
an information-maximization approach.
SNR Corr(%) Acc(%)
1st 2nd 1st 2nd
0dB 86.02 85.91 84.43 84.09
-1dB 85.91 86.02 84.20 84.43
—-2dB 85.57 85.00 84.09 83.41
-3dB 85.34 85.68 83.75 83.86
-4dB 86.02 85.45 84.32 83.64
-50B 86.02 86.02 84.55 84.55
-6dB 86.25 85.80 84.66 84.20
-7dB 85.68 85.68 84.09 83.98
-8dB 86.25 85.57 85.00 83.98
~20dB 86.25 85.91 84.55 84.43
-250B 85.57 86.36 84.09 84.89
-30dB 85.80 85.68 83.86 83.86
-350B 85.57 86.36 83.86 84.89
-40dB 85.45 85.91 83.41 84.20
Mean 85.84 85.81 84.20 84.17
85.83 84.19
a8 1 FHE ASA AR 2ZEEB) SH ME(R
2Z)
Fig. 1. Estimated car engine noise signal(Left) and

speech signal(Right).

only 1.65% of degradation of Corr for the estimated
speech signals using FastlCA algorithm, 2.02% for
those by information-maximization approach. As for
Ace, 1.16% for those using FastICA algorithm, 1.58%
for those using information-maximization approach.
The recognition rates for the estimated speech

signals, even if only engine noise can be heard in

(128)
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a) Spectrogram of source signal(speech).

b) Spectrogram of estimated speech signal.
SM Mso| AHER Y
Fig. 2. Spectrogram of Speech Signal.

a8 2

mixed signals(under -30dB),
When the speech signal was degraded by an engine

show good results.

noise severely, the estimated speech signals include a
little hit of engine noise you can notice. But the
In Figure 1,
estimated engine noise signal and speech signal are
shown. They were estimated by the FastICA using
deflation method and approximation function of (23).
Spectrograms for the speech signals are shown in

results show no disappointment.

Figure 2. Some noises can be found in the estimated
speech signal in it, which came from the engine. But
vocal tract
spectrogram. MFCC is sensitive in low frequency but

is preserved as you can see in
insensitive in high frequencies like the ear of human.
The noises present in the high frequency due to the
lack of separation can be compensated by the feature
vector MFCC.

FastICA using negentropy shows better results
than the information-maximization in recognition rate.
However The difference is not significant(0.37%
Corr).
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V. Conclusions

Speech signals were estimated from the ones
mixed with engine noise signal. FastICA algorithm
using
approach were used to estimate speech signals from

negentropy and information—maximization

the mixed ones.

Two methods show reasonable results, which are
acceptable for the application in real environments,
although the experiments were performed in an
artificial The possibility of real
application can be seen as the estimated speech
signals by ICA are well recognized.

environment.

There may be unexpected problems to tackle in
real environments. But it is true that at least the
degradation of speech signals mixed with the engine
noise is no longer obstacle for the speech recognition
. while driving.

There may be other ones such as the sound of
wind which is passing by or the drops of rain on
your car. These give another challenges to tackle.

Reference

[11 J. P. LdBlanc and P. L. De Leon, “Speech
Separation by Kurtosis Maximization,” Proc.
ICASSP, vol. 2, pp. 1029-1032, 1998.

[2] A. Hyvarinen, ]. Karhunen, and E. Oja,
Independent Component Analysis, John Wiley
and Sons, 2000.

IS IENC EE)

X XA |

B ICA Hjm &3P A4y

[31 A J Bell land Terrence J. Sejnowski, “An
information-maximisation approach to blind
separation and blind deconvolution,” Neural
Computation, vol. 7, no. 6, pp. 1129-1159, 1995.
P. Comon, “Independent component analys, A
new concept?,” Signal Processing, vol. 36, pp.
287-314, 19%4.

S. Amari and A. Cichocki, “A New Learning

Algorithm for Blind Signal = Separation,”

Advances in Neural Information Processing

Systém, vol. 8, pp. 757-763, MIT Press, 1996.

A, Hyvarinen, “Fast and Robust Fixed-Point

Algorithms for Independent Component

Analysis,” IEEE Trans. On Neural

Networks, vol. 10, no. 3, May, 1999.

J. F. Cardoso, “Blind signal separation: statistical

principles,” Prod. IEEE, vol. 9, no. 10, pp.

2009-2025, Oct., 1998.

E Bisser, T. W. Lee and M. Otsuka, “Speech

Enhancement in a Noisy Car Environment,”

Proc. 3rd International  Conference  on

Independent Component Analysis and Source

Separation. pp. 272-277, 2001.

J. F. Cardoso, “Learmning in manifolds: the case

of source separation,” Proc. IEEE SSAP ‘98,

Portland, Oregon.

[10] T. M. Cover, and J. A. Thomas, Elements o
information theory, New York: Wiley.

[111A. Hyvarinen, and E. Oja, “Independent
component analysis: algorithms and applications,”
Neural Networks, vol. 13, no. 4/5, pp. 411-430,
2000.

4]

(5]

[6]

[71

(8]

(9]

1983: B.S. degree in electronics engineering, Ajou University, Korea

1985: ML.S. degree in electronics engineering, Ajou University, Korea

1996: Ph.D degree in electronics engineering, Ajou University, Korea

1985~1990: Senior research engineer, Korea Institute of Machinery & Metals
1990~ Present: Professor, Department of Information Technology for Shipbuilding
1997: Visiting Professor, CAIP Center, Rutgers University, N.J., USA

2007: Vlsltmg Professor, Department of ECE, Georgia Institute of Technology, G.A., USA
<Interested Area : Speech Recognition, Signal Processing>

(129)



