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Coding using ROI
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ABSTRACT

, Ki-Ryong Kwon™ ™

This paper presents a blind video watermarking algorithm that has the robustness against spatial,
temporal, and SNR scalability and transcoding for the copyright protection of video contents in heteroge-
neous multimedia service. The proposed process of watermark embedding and detecting is accomplished
on base layer for considering spatial scalability. The watermark consists of the string and the ordering
number of string for considering temporal scalability. Thus, each of frames has the bitstream of one
character and a ordering number of its character. To robust against FGS, the proposed algorithm quantizes
low and middle frequency coefficients in ROI region of each of frames and embeds its watermark bit—
stream into the specific bits of the quantized coefficients. Experimental results verified that the proposed
algorithm satisfies the invisibility of watermark and also has the robustness against spatial scalability,

temporal scalability and FGS.
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1. INTRODUCTION

Recently, the concept of universal multimedia
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access (UMA) has been on the issue as the service
of multimedia contents in heterogeneous environ—
ment linked with broadcasting network, wired/
wireless internet and mobile communication net-
work has been requested rapidly to many people.
UMA addresses the delivery of multimedia re-
sources under different and varying network con-
ditions, diverse terminal equipment capabilities,
specific user or creator preferences and needs and
usage environment conditions.

In heterogeneous multimedia service with UMA,
scalable video coding (SVC) [1-5] and multimedia
transcoding [6-8] are well known as the core video
processing technique. The former, SVC, is stand-
ardized as MPEG-4 SVC or H.264 Scalable
Extension (SE) by Joint Video Team (JVT) that
MPEG (moving picture experts group) under
ISO/IEC and VCEG (video coding experts group)
under ITU-T organized together. SVC can provide
the service of multimedia video contents according
to conditions of various devices since it performs

spatial, temporal, and SNR scalabilities to a video
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content. The other, transcoding, is a must due to
the diversity of mobile devices. This diversity re~
quires an intermediate state of content adaptation
in order to make sure that the source content will
adequately present on the target device it is sent
to. Both SVC and transcoding aim to achieve
UMA. But SVC is to transmit or store a source
video content with a variety of spatial or temporal
resolutions or qualities which is the purpose of vid-
eo bit-stream scalability for adapting dynamically
the characteristics of modern video transmission
systems. On the other hand, franscoding is to con-
vert a source video content into an optimized for—
mat of another user’s device environment.

As mentioned above, with developing technique
of UMA, the necessity of unified security system
has been raised to provide the security, reliability
and authentication of contents in heterogenous
multimedia service. As this need for copyright pro-
tection in video system, video watermarking tech-
had been rapidly[9-11].
However, most of video watermarking have been

niques researched
proposed for the copyright protection of single
content that can be transferred in singular network
and for having the robustness against MPEG com-
pression and various video processing algorithms.
There has not been researched about robust video
watermarking against MPEG-4 SVC (H.264 SE)
and transcoding in heterogeneous multimedia
service.

This paper proposed a blind video watermarking
with the robustness against spatial scalability,
temporal scalability and FGS of MPEG-4 SVC.
The proposed algorithm generates a watermark
string that consists of copyright string and order—
ing number of its string and embeds bitstreamn that
one character and an ordering number are con-
verted to ASCII code into DCT frequency of each
frame. Thus, each frame has one character and an
ordering number among watermark string for the
robustness against temporal scalability. The base
layer of spatial scalability is used as the reference

layer in the watermark embedding and extracting
process to be robust against spatial scalability, The
embedding targets are selected to specific bits of
low and middle frequency coefficients in ROI
(region of interest) region of base layer considering
the robustness against FGS. From experimental
results, we confirmed that the proposed algorithm
has the robustness against spatial scalability, tem—
poral scalability and FGS of MPEG~4 SVC and the
quality degradation has not been perceived since
average PSNR of various FGS layers is above
about 30dB.

2. Related Works

2.1 Previous video watermarking

Hartung, et al. [9] suggested the remarkable
video watermarking algorithm in 1998 that the wa-
termark is embedded by using secure spread spec-
trum method on the 1-dimensional line scanned
signal of 3-dimension signal consists of spatial and
temporal factors in decoded video frame. This
method can embed watermark without bit stream
increment while compressing but has high com-
plexity because it decodes the encoded signal for
embedding watermark. In 2001, Kong, et al. [10]
suggested a method that performed 8x8 block DCT
and quantization on original video followed by em-
bedding watermark in DC coefficient of each block
by referencing the quantized values. This method
embeds watermark in all frames, therefore, is ro-
bust on frame-rate change and typical com-
pression but, is weak on scaling or resolution
change because the watermark is detected from
least significant bit (LSB) of quantized coefficients.
In 2006, Wang, et al. [11] suggested a method that
the watermark is embedded in AC coefficients
nearby DC coefficients of 1-frames with referenc-
ing DCT coefficients of before and after frames af-
ter performing DCT by group unit on selected
I-frame and its before and after frames while en—
coding MPEG-2. This method is robust on
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MPEG-2 compression and typical geometrical at—
tacks but, is weak on dropping of reference frame
or frame rate change. From the above paragraphs,
we can conclude that many researches about wa-
termarking techniques on typical video sources
were suggested until now. But the most techniques
are for copyright protection on single content
which is transferred in single network that do not
consider about multiple contents which are trans-
in the
Therefore, there are some problems that these are
weak on SVC and transcoding.

ferred different multimedia services.

2.2 MPEG-4 SVC

MPEG-4 SVC supports spatial, temporal, and
resolution scalable coding with minimizing the
coding efficiency decline. SVC decoder can decode
various spatial and temporal resolution video from
one bit stream using a part of bit stream selectively
depend on the capacity of network and display de—
vice [1-5]. Fig. 1 shows the structure of MPEG-4
SVC that offers this scalability.

2.3 Problems in view of watermarking

As mentioned above, MPEG-4 SVC supports
spatial, temporal, SNR scalability and FGS. First,
in spatial SVC, it is difficult to detect watermark
because the spatial resolution can be changed by
data loss or change of frequency coefficients after
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embedding watermark. Second, in temporal SVC,
it is difficult to detect watermark because the em-
bedded frame can be dropped by temporal SVC that
offers several different frame rate and the con-
nection between frames is cut off. Third, when
SNR SVC and FGS encode by assigning different
QP values to each layer, as quantization step size
is grown, quantization error is also grown and de-
grades the image. Therefore, when SNR or FGS
layer is changed, it is difficult to detect watermark
because of increasing of data loss at high
frequency. Lastly, video transcoding can degrade
the video contents by converting format, resolution
of video data and by dropping frames. In this case,
if we embed watermark in whole frame, it is diffi-
cult to detect accurate watermark because the wa-
termark information in decoded video frame can be
transformed or damaged. Hence, considering above
problems on the view of watermarking system,
watermark should be detected regardless the num-—
ber of layers of decoded video contents and reso-
lution and also should be detected in case of frame
dropping of watermark embedded frame or reso—
lution lowering when FGS laver is changed. Also,
frame degrading with temporal connectivity of
frames and bitstream increment caused by water—
mark embedding should not be produced
Moreover, watermark should be detected in spite
of change of frame rate or frame size caused by
format change and in case of video sequence that
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Fig. 1. The structure of MPEG-4 SVC.
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can not be reused with specific CODEC.

3. Proposed Video Watermarking

In this paper, we propose robust blind water-
marking technique against MPEG-4 SVC and
multimedia transcoding for providing copyright
protection of video contents on different multi-
media services. Fig. 2 shows the proposed video
watermarking system in MPEG-4 SVC.

Spatial SVC in MPEG-4 SVC is separated into
several enhancement layers f,(z,y), 0 <z <NH,
0<y<NVand a base layer fy{z,y), 0 <z <NH/
2(L‘MAX——n)’ 0< y<NV/2(L_MAX~n) depending on
spatial resolution. NH and NV means horizontal
and vertical resolution of original video re-
spectively, n has a value 0<n <L MAX, and if
n=0, it represents base layer. L MAX represents
the highest resolution layer in spatial scalability.
2U-MA¥=1) means the resolution is reduced in terms
of power of 2 when the original video resolution
is down sampled to produce the base layer.
Watermark embedding and detecting is performed
based on spatial base layer with considering spatial
scalability. f;,(z.y) can be obtained by embedding

watermark in f{z,y) using proposed method.

Spatial

f1o(z.y) in here is a video sequence of watermarked
base layer. For obtaining video sequence of water—
marked enhancement layer f;,(z,), we calculate
weighted sum of 16 neighbor pixels of pixel f;; in
fro(@.y) with interpolation function as shown in eq.
(1) and up-sample it.
PSS o<

I(fplz,y)) = -%Ifi,)3+‘fi,;;2m2|fi,)+%’ 1< lil,lji <2

0, 2 < lil, Iyl

1)

During watermark embedding, for minimizing
the information difference, we obtain the in-
formation difference r,, (z.y) between the original

video frame and the up-sampled one as eq. (2).
i lay) = £, (@y) — I(f 15 (@) @

After that, we can obtain the video sequence of
watermarked enhancement layer f;,,. (zy) by
up-sampling fr,(z.%) using eq. (1) followed by
adding r,(z.y) as eq. (3).

Finlay) = If,, (z,y) +r,, (z,y) (3)

Spatial SVC in MPEG-4 SVC is encoded this
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Fig. 2. Proposed video watermarking system in MPEG-4 SVC.
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obtained f7, (z,y), 0 <n<IL MAX by layer. On the
other hand, MPEG-2 is the compression technique
for single content transferred in single network.
Therefore, it does not support several layers, each
fin@,y) is encoded by MPEG-2. When watermark
detecting, the watermark is detected in decoded
video with arbitrary resolution after converting it
to base layer resolution.

3.1 Watermark generation algorithm

Fig. 3 shows the block diagram of watermark
generation procedure using ASCII code, and the
description of each step is as follows.

Watermark string is defined as WS={ Wg5}ie
[1,M}, N=SVCGOPxn, n>0 and N means the
length of the string. The watermarked frame can
be eliminated because the frame rate of temporal
SVC is changeable. Because it is impossible to de—
tect watermark from eliminated frames, we gen—
erate watermark WC={ WC, =iWg}i€[1,M} includ-
ing the order ¢€[1,M of each character of water—
mark string WS. The generated WC, is ASCII code
that each is 8bit and total 16bit(2 characters). For
embedding WC in the original video sequence re—
peatedly, the original video sequence is grouped
with N which is same with the length of water—
mark string, i. e. a group GF={FJi€[1,M} is made
from N frames F,. After that, we can obtain
P(WC)= {p(WC),] i€[1,M} by random permutation
of WC for embedding it by unit of group GF re-
peatedly and convert this to bit stream. At this

point, the result of permuting function P(WC) is
represented as pseudo-random number and the
number of cases is N! In here, the embedded bit
stream of watermark per frame is defined as
W={Wle1,N,]}, N, =R, x16. N, means the
number of embedded watermark bits per frame and
R, is the number of times of WS. We can obtain
encrypted bit stream P(W)={p(W),}i€[1,N,]} that
will be embedded in each frame by random per-
muting of bit stream W.

3.2 Key generation algorithm for watermark
embedding

We introduce a method to generate proposed
watermark embedding key for blind watermarking.
We extend the 8x8 quantization table Q,=
{9.,0=<ij <7} to ROI size using horizontal and
vertical interpolator as shown in eq. (4) and eq. (6).

j=lyxXm

%i,m>
ROI_‘Twnd((qi,m+q1,m+ /2), j=round((ly x m+1, x (m+1))/2)
L H

9,7 F=ex (Ry/20-MAX)) 81

4)
ly= round(s x (RH/2(LJWAX))/8), 0<m<7 (5)

[ i=l,Xm
g0l = round((¢,,,; t 4pr1,)/2), i=round((l, x m+1, x (m+1))/2)
hio :
any i= 5 (R, /20-M40) /8 -1

6)
ly=round(s % (RV/Q(LJ”AX))/S), 0<m<T7 )

The watermark embedding key Q, is generated
by zigzag scanning except ¢°%(0,0), &*9/(0,1),

F svcaopn
N e
 Watermark | | Random Order __ ASCILto Binary |
. Suing _ Permutation . | Conversion .

"MCSP"  {1M20h 350 14D

- Eneryp

el

{38, 2C", 4P, IM)

il B
] 38=>0011001101010011

i Bit Stream .
: o Permutation,
38=>0110110010101001

Fig. 3. The block diagram of proposed watermark generation procedure.
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4*97(1,0), ¢*%’(1,1)of the extended quantization ta-
ble Quo={F?10<i<s x(B,/2%MD_1) 0<;
<sxX(R,/} and averaging the three adjacent
neighbors of these values. In this paper, we uses
¢ for 1-dimensional declaration and means ¢
quantization coefficient or ¢ DCT coefficient.

3.3 Watermark Embedding Algorithm

Transcoding converts a high quality resource to
a low quality resource by reducing a bit stream
or changing spatial or temporal axis of contents.
In this case, if we embed watermark in whole
frame, it is difficult to detect the watermark be-
cause the watermark information can be trans-
formed or damaged. Considering above problem,
ROI R(i,j)Ef,,(z,y) in each frame of base layer
fro(zy) is extracted as shown Fig. 4.

ROI is defined as R(hj), a<i<{a+Ry),b<j<
(b+R,). In here, R,=sx(NH 25-M4X)) g =

sX(NV/2E-M45)) and s, a factor that determines
the size of ROI is a value between 0<a <1 and
a,b is the start point of the ROL Generally, the im~
ages of video are consider as interest region be-
cause of the center of frame which has a lot of mo-
tion area. IF size of ROI will be large, The water—

marks are embedding in more information of the

801

Fig. 4. ROl in each frame of base layer

frames of video. While loss possibility of water-
mark is grow up and invisibility will be drop which
transcoding such as geometric attacks are due to
change re-scaling, rotation, cropping. In contrast
to size of ROI will be small, loss possibility of wa-
termark is small and invisibility will be grow in
geometric attacks, but embedding quantity of
watermark is decrease. The size of ROIL is
experimentally determined to s = % which is from
trade—off relation. Fig. 5 shows the block diagram
of watermark embedding per frame, and the de-
scription of each step is as follows.

For embedding watermark robust on FGS of
MPEG-4 SVC, the proposed method performs
DCT in selected ROl in each frame as shown in

eq. (8).

Extraction
of ROX

Zigzag Scanning

DCY
in extracted ROY

Original
Base r

5

“Watermarked
Base Layer

N\ adermsark
Loenerdtion

3 oaternenh
fmbedding

Inverse DCT
n RO

Inverse
QOuantization

Fig. 5. The block diagram of proposed watermark embedding per frame.
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Clu,v) =

R" = {2+ Dur
i o) & B o[ 2T

{ Gyt Ll RIV}‘”’} i7) ®)

1

where 0(7)={W i 1=0

1 else

Among the converted DCT coefficient (,v),
we except DC coefficient €(0,0) which means the
average brightness of an image and its neighbors
(6,1), C(1,0), ((1,1). After that, we perform zigzag
scan for the same number of times #, which is
the embedding number of watermark bit per frame
generated in chapter 3.2 on the low-mid frequency
coefficients that are less sensitive about quantiza-
tion error. At this point, we embed watermark us-
ing the DCT coefficient ZC, contained as ordering

of zigzag scan and the embedding key Q, of water-
mark generated in chapter 3.2 as shown in eq. (9).

_[2Qc)(1<<s), if(w; =1)
ZQC: = {ZQC; &inv (1<<s), otherwise ©
zc,,
where ZQC, = floor 0 o
£

In eq. (9), s means the embedding strength of
watermark and n has a value between 0 <n <N,
and o is quantization scale vector that used 1 in
this paper. In here, | is OR bit operator, & is AND
bit operator. In other words, of watermark bit
w, =1, set up the third LSB bit of quantized co-
efficient ZQC, 1, otherwise 0. As this procedure,
we embed watermark in each DCT coefficient for
N,. We can obtain watermarked video frame by
performing inverse quantization and inverse DCT
as eq. (10) and eq. (11) to watermarked frequency
coefficient ZQC, .

Gl =ZQC, X @, xa (10)

R’'(i,j) = ROLIDCI(C]) 1

3.4 Watermark Detecting Algorithm

The bit stream of watermarked video sequence

which is encoded by MPEG-2 or MPEG-4 SVC
can be contained to restored video sequence by
decoder. In procedure of detecting watermark,
cause each layer of the restored video by MPEG—4
SVC decoder has different resolution, we spatially
down-sample the random encoded layer until we
get the resolution of base layer. After that, we per-
form DCT and zigzag scan to ROI of each frame
which is selected when embedding watermark.
Through eq. (12), we can detect the watermark bit
from quantized DCT coefficient 6‘;

~_ {1, if(C&(1<<s)) = TRUE (12)

Yn 0, otherwise

QXa

where G,= floor

In eq. (12), uz means the detected watermark.
That is, if the third LSB bit of G, is 1, we can
detect ﬁ?,: 1, otherwise ul: 0. The bit number N,
of the detected watermark bit stream W consists
of watermark string WS repeated by R,. Therefore,
for converting W to WS by using ASCII code, we
use statistical probability through R,. We can ob-
tain p{WC)," by converting this detected bit to wa~-
termark string. Finally, after sorting by the in-
cluded ordering character of p(WC)’ which is em-
bedded by the unit of group GF, we can detect wa-
termark string WS,

4. EXPERIMENTAL RESULTS AND
ANALYSIS

For performance evaluation of the proposed
method, we used Crew CIF(352x288)@30fps and
Foothall CIF@30fps test video. In our experiments,
the watermark we used is 35 characters consist of
alphabets and numbers. we encoded them to 16bit
(2 characters) code by randomly permuting these
characters and converting them to binary bit
stream of 8bit extended ASCII code. For experi~
ments on MPEG-4 SVC, we used Joint Scalable
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Table 1. The conditions of SVC used in experi-

ments.
SVvC Scalable Parameter
MPEG-4 Spatial SVC CIF/QCIF
SVC Temporal SVC 15/30 (frame/sec)
I FGS Layer 0-3

Video Model(JSVM) [3] provided by JVT for ref-
erence software of SVC and for transcoding,
MPEG-2 v12. The down-sampling about size con-
verting of video screen and of video frame rate
used DownConvertStatic provided by JSVM 7.0.
This program down-—samples video frame of YUV
format without resolution re-calculation. For ex-
periments on spatial scalability, we used 2 layers
one for low resolution with quantization value 30
and one for high resclution with quantization value
20. The interval of I-frame is 96 and GOP for SVC
is determined to have 4 which is same with the
number of watermark character. The conditions of

SVC in this experiments are in table 1.

4.1 Invisibility experimental

For evaluation of invisibility of the proposed
method, we compared average PSNR between wa-
termarked video and original video. Fig. 6 and 7

show the first frames of watermarked base layer

(b)

() (@

Fig. 6. The base layer of (a) original frame and
(b) watermarked frame in Crew video, (¢)
original frame and (d) watermarked frame
in Football video.

Scheme for Scalable Video Coding using RCI 803

(a) (b)

(©

Fig. 7. The enhancement laver of (a) original
frame and (b) watermarked frame in
Crew video, (¢) original frame and (d)
watermarked frame in Football video.

and enhancement layer of each video data by using
the proposed method. Table 2 shows average
PSNR of each SVC layer of the 30fps video data
that are applied MPEG-4 SVC and MPEG-2 before
and after embedding watermark.

As you can see in Fig. 6 and 7, the watermark
is embedded invisibly because the difference of
original and watermarked video frame is very
small. Also, from Table 2, each watermarked video
encoded by MPEG-2 and MPEG-4 SVC has about
32.08~39.22dB average PSNR which prove that it
shows good resolution.

4.2 Robustness experimental

For robustness evaluation of the proposed meth~
od, we compared bit error rate(BER) of detected
watermark string after transcoding between
MPEG-2 and MPEG-4 SVC and the proposed
method and the previous methods. Fig. 8 shows the
embedded watermark characters P(WC) which are
randomly permuted by the unit of group GF and
Fig. 9 shows the detected watermark string from
each SVC when we performed transcoding from
MPEG-2 to MPEG-4 SVC in Crew video. We used
"MCSP” for W8(N=4). The shadowed blocks in
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Table 2. average PSNR{dB) of each SVC at the 30fps Crew and Football video.

Test
SVC Video CREW FOOTBALL
Parameter
Transcoding from Transcoding from Transcoding from Transcoding from
Resolu- | FGS MPEG-2 to MPEG-4 MPEG-2 to MPEG~4 SVC to MPEG-4 SVC to
tion Laver SVC before MPEG-4 SVC after MPEG-2 before MPEG-2 after
0 Ve watermark is watermark is watermark is watermark is
embedded embedded embedded embedded
0 40.67 37.56 37.19 35.38
1 4412 38.45 41.05 37.26
QCIF 2 47.35 3893 43.86 38.11
3 51.38 39.22 45.89 38.50
0 40.23 35.49 36.27 32.08
CIF 1 41.84 35.71 36.60 3251
2 42.96 35.81 37.19 32.64
3 43.73 35.88 3741 32.69

7
35 2C AP 1M 4P 2C 35 IM 1M 2C 3S AP 4P 35 2C 1M 33 2C AP 1M 38 2C IM 4P IM 2C 4P 35 IM 2C

(a)

(b)

Fig. 9. Detected watermark from each FGS layer of (a) 30fps and (b) 15fps that is performed transcoding

from MPEG-2 to MPEG-4 SVC in Crew video with QCIF size.

Fig. 9 mean the watermark is detected.

Fig. 10 shows the detected watermark charac-
ters P(WC) and BER of 2-layer resolution of
CIF/QCIF, 30/15fps, and FGS layer 0-3 when
transcoding from MPEG-2 to MPEG-4 SVC.
Through the results of resolution and frame rate,
we can see that the previous methods can not de-
tect the watermark in CIF or low frame rate, but
the proposed method can detect 80%(FGS layer
0)~95%(FGS layer 3) watermark among 60 em-~
bedded watermark characters with 2~16% BER.
In the result of each FGS layer, over 95% of wa-

termark is detected in FGS layer 3 which shows
the best resolution and over 85% in FGS layer
1~2 which shows medium resolution, The de-
tection error rate in FGS layer 0 was a little
higher than other FGS layers, but we can see
that the watermark is detected over 60~70%.
After re—arranging the detected watermark by
the unit of group GF and sorting by the order, we
can confirm the embedded watermark string WS.
Through experiments, we can verify that the
proposed method is robust against SVC of spatial,
temporal, and SNR.
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—&— BIR of Wang’s method about FGS 3
=@ BER of proposed aethed about FGS 3
~¥— BER of ¥ang’s method abeut FGS 0
“=%— BER of proposed method about FGS 3

80
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40

Bit Error Rate [%)]

20 r

6 8 10
Frame Numbers

(a)

80

—&— BIR of Kong’s method about RS 3
—&— BER of proposedt method about HGS 3
“%- BR of Kong's sethod about #5 3
601 %= R of proposed method abowt S 3

Bit Error Rate {%]

20 25 30

0 5 10

15
Frame Numbers

(b)

Fig. 10. BER from each FGS laver of (a) QCIF@15fps
(b) CIF@30fps in Crew video.

5. CONCLUSIONS

A blind videc watermarking scheme for provid-
ing safety, authenticity, and copyright protection
is proposed in this paper, which is robust to
MPEG-4 SVC. A watermark is first permutated
and each permutated character with its original or-
der number is sequentially embedded at each frame
of a frame group whose size is equal to length of
the watermark. The robustness of temporal SVC
is achieved by embedding differently permutated
watermark at each frame group. On the one hand,
the permutated character is repeatedly embedded
only at ROI of base layer in each frame. Thereby
the proposed scheme is robust to the spatial SVC.
Robustness to the FGS is achieved by embedding
the permutated character adaptively at low-middle
frequency band of DCT result for the ROIL The

proposed scheme is also robust to multimedia
transcoding, because it may not give rise to a seri~
ous distortion beyond one caused by the spatial
SVC, temporal SVC, and FGS, Through experi-
ment with four typical videos, robustness of the
watermark against the spatial SVC, temporal SVC,
FGS is confirmed and robustness against to multi-
media transcoding between MPEG-2 and MPEG-4
SVC is also verified. Watermarking techniques for
transferring video contents to different multimedia
services are in the first stage and continuous re-
searches are necessary for applying in various
applications, Considering various high-definition
platforms as DVD, PC, and HDTYV, algorithm se-
curity and real-time processing are required and
researches for solving these are necessary.
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