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Delay-Margin based Traffic Engineering for
MPLS-DiffServ Networks

Mohamed Ashour and Tho Le-Ngoc

Abstract: This paper presents a delay-margin based traffic engi-
neering (TE) approach to provide end-to-end quality of service
(QoS) in multi-protocol Jabel switching (MPLS) networks using dif-
ferentiated services (DiffServ) at the link level. The TE, including
delay, class, and route assignments, is formulated as a nonlinear op-
timization problem reflecting the inter-class and inter-link depen-
dency introduced by DiffServ and end-to-end QoS requirements.
Three algorithms are used to provide a solution to the problem:
The first two, centralized offline route configuration and link-class
delay assignment, operate in the convex areas of the feasible region
to consecutively reduce the objective function using a per-link per-
class decomposition of the objective function gradient. The third
one is a heuristic that promotes/demotes connections at different
links in order to deal with concave areas that may be produced by
a trunk route usage of more than one class on a given link. Approx-
imations of the three algorithms suitable for on-line distributed TE
operation are also derived. Simulation is used to show that pro-
posed approach can increase the number of users while maintain-
ing end-to-end QoS requirements.

Index Terms: Class and route assignments, delay, delay-margin
based traffic engineering, differentiated services (DiffServ), multi-
protocol label switching (MPLS), quality of service (QoS)-based
routing.

I. INTRODUCTION

In recent years, there has been a steady move towards using
internet protocol (IP) routers and switches in building backbone
networks. These networks are required to support a wide variety
of services with varying quality of service (QoS) requirements.
Traditionally a backbone network supported one telecommuni-
cation service, which allowed the selection of the backbone tech-
nology that can provide the best QoS. However, the use of sep-
arate networks decreased resource utility because it prevented
the sharing of resources. Grouping all services in one network is
also inefficient as it requires operating the network at low load
to guarantee the most stringent QoS requirements.

The advance towards IP QoS provisioning used either a flow-
based or a class-based approach. The fiow-based approach (e.g.,
integrated services (IntServ)) provides accurate per connection
end-to-end QoS but faces a scalability problem. The poor scal-
ability is caused by the need to keep and monitor a per-flow
state at each link. Class-based approaches (e.g., differentiated
servi-ces (DiffServ) [1]) improve scalability by grouping flows
into a limited set of per-hop-behavior (PHB) classes. Provid-
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ing end-to-end QoS in DiffServ is challenging because Diff-
Serv lacks route definition and resource reservation capabilities.
Combining multi-protocol label switching (MPLS) and DiffServ
allowed the use of MPLS label switched paths (LSP) to define
end-to-end routes in DiffServ. The original MPLS-DiffServ [2]
architecture focused on using MPLS LSPs to connect DiffServ
networks, which presents a scalability problem close to that of
IntServ. In this paper, we aim to maintain scalability by using
MPLS to define routes, while using DiffServ to provide per link
QoS. This enhances scalability by grouping LSPs at each link
into a limited set of DiffServ PHB classes.

End-to-end QoS provision using this MPLS-DiffServ ap-
proach faces many challenges. In [3], we presented a delay
margin based approach that initially aims to overcome two of
these challenges. The first challenge is how to choose routes
in the presence of the QoS interdependency between classes.
This inter-dependency is caused by work-conserving schedulers.
The second is how to assign flows to QoS classes in more effi-
cient manner than the service based QoS mapping associated
with DiffServ. The delay margin penalty function introduced
in [3] enabled end-to-end flows to choose the route and/or the
end-to-end DiffServ class that can best suit their QoS require-
ments, while providing the least QoS degradation to other net-
work flows. Delay-margin formulation in [3] uses the network
topological diversity to increase the number of QoS connections.
It allows diverting traffic with low QoS requirements away from
parts of the network topology that are needed to support the
flows with higher QoS requirements. By doing so the approach
allows the network to fully use its topology to accept more users
with QoS requirements.

However, the work presented in [3] had limited traffic engi-
neering capabilities. The limitations emerged from assuming the
special case of priority scheduling and the DiffServ end-to-end
class assignment in the problem formulation. More importantly
the work in [3] did not present the traffic engineering platform
that would maximize the use of the delay margin based problem
formulations. This traffic engineering is needed to integrate the
different components and provide the platform for implementing
them. The use of priority queuing limits the network efficiency
because it prevents links from adjusting their class delays for the
same set of input loads. When priority scheduling is used, a flow
with a QoS requirement slightly better than a given link class
QoS, has to be assigned to the higher priority class. A flow as-
signed to a higher priority class can waste capacity by receiving
a QoS that is much better than its requirement. Priority quening
has no means of slightly decreasing the QoS of a lower priority
class in order to allow it to accommodate a given flow. A general
work conserving scheduler, ¢.g., weighted fair queue (WFQ),
has the ability to adjust the delay among its classes. By adjust-
ing the weights, WFQs can provide a wide range of QoS com-
binations for same set of input traffic. Determining these delay
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operating points added two dimensions of coupling to the prob-
lem formulation in [3] a link coupling and a route coupling. On
the link level, increasing the QoS of a class decreases the QoS
received by the other link classes. On the route level, decreasing
the QoS of given class on a given link may require increasing
the QoS at other links across the route in-order to insure that the
route end-to-end QoS is not violated. The route coupling also
provides traffic engineering tools by allowing the network to in-
crease the QoS at unloaded links hence allowing loaded links
to support less stringent QoS requirement. The splitting also al-
lows each class to manage its own delay limits. These added traf-
fic engineering tools come with challenge of how to determine
the values of these QoS operating points for each queue. Sev-
eral approaches dealt with adjusting the WFQ inter-class de-
lay. These approaches were mainly concerned with adjusting the
weights given a local delay requirement for each class. Techai-
ques in {4} and [5] adapt WFQ weights to changes in input traf-
fic patterns. The weight adaptation in WFQ can be based on the
queue length [6], the moving average input rates [7], and the
delays of served packets [8]. The delay assignment in this pa-
per is more concerned with partitioning the end-to-end delay of
flows to local per link delays is a way that will maximize the
network wide delay margin function. It has to consider the in-
terdependency between classes (due to WFQ) because it affects
the partitioning of the end-to-end delays. For generality, this pa-
per assumes the presence of a proper WFQ adjustment algorithm
that is capable of achieving the delay operation points, but is not
related to any particular method to achieve this delay. The idea
to split end-to-end QoS classes into a set of local QoS classes,
and to let each of these classes locally monitor and guarantee its
local QoS bound was introduced in [9]. Several techniques dealt
with the partitioning of different QoS aspects. A partitioning of
the loss rate guarantees while optimizing bottleneck utility using
a heuristic was proposed in [9]. Similar to [9], the work in [10]
splits the guarantees equally on all links. The QoS partitioning
problem is solved in [11] using greedy add and greedy move
algorithms that are based on proofs in [12] and [13]. Both algo-
rithms in [11] iteratively move a small amount of resources from
the highest-cost gradient link to the lowest one. The distributed
version of the delay assignment algorithm in this paper uses a
similar concept of incremental adjustment, but it operates in a
DiffServ environment. The work in [9], [10], and [14] assumes
an IntServ flow-based environment where each flow is allowed
to have any QoS partition at any link by reserving the appropri-
ate amount of resources. An algorithm for network-wide QoS
partitioning of flows sharing the same class/link was introduced
in [15]. The algorithm focuses on maximizing the delay parti-
tion at each link without considering that a better configuration
can be obtained by allowing some links to decrease their de-
lay to provide slack for other links. These approaches arc more
concerned with partitioning the QoS requirement in a way that
would minimize the resource usage and do not fit a class-based
QoS provisioning where there is no reservation and flows as-
signed to a given class receive the same QoS. This paper takes
a different approach of trying to partition the end-to-end delay
seen by a route instead of partitioning the route end-to-end de-
lay requirement. The partitioned end-to-end delay is used to de-
fine the delay operation point of each class. Due to the lack of
reservation, a delay partition on one class has to consider the

coupling between classes introduced by the DiffServ service-
provision model. The aim is to push end-to-end delays of all
routes as far away from their requirement as possible, i.e., to
maximize their end-to-end delay margin. The combination of
MPLS and DiffServ also provides another important traffic en-
gineering capability. Because the DiffServ class is inferred from
the MPLS header, LSPs can swiich their DiffServ classes with
the switching of MPLS labels. In [3] flows are assigned the same
DiffServ class on all links. The fixed end-to-end DiffServ class
assignment limits the number of end-to-end QoS choices to the
number of supported DiffServ classes. The limited end-to-end
QoS choices waste capacity, because flows choose end-to-end
QoS classes that are much better than their requirements. It aiso
prevents saving link capacity elsewhere in the network by allow-
ing flows that receive better QoS at a given link to be assigned
to a lower QoS classes at other links. The closest approach to
the one in this paper was presented in [16]. The approach in
[16] maintains the end-to-end QoS by allowing the promotion
and demotion of DiffServ drop precedence based on the cost
seen by a given flow. The approach in this paper has the advan-
tage of considering a network-wide cost and provides more flex-
ibility by allowing the switching of DiffServ classes. This pa-
per focuses on providing a platform that combines all the traffic-
engineering capabilities provided by the delay margin penalty
function. The proposed approach aims to exploit the inter-queue
and inter-link QoS dependencies in multi-class networks to in-
crease the amount of end-to-end network traffic. The informa-
tion on QoS interdependency is used to find a network configu-
ration that provides a flow with the largest possible QoS margin
(for its requirement), while minimizing the decrease in the QoS
margins of the others. Combining the choice of route, per-link
DiffServ class assignment, and values of class delay operating
points aims to overcome the resource inefficiency of fixed end-
to-end DiffServ class mapping and make use of the work con-
serving scheduler ability to provide a wide range of QoS com-
binations. The approach increases the end-to-end QoS choices,
hence increasing the number of network users. To maintain scal-
ability, the approach uses end-to-end flow state and local QoS
calculation at each link, and does not requires resource reserva-
tion and does not maintain per flow state information. To the best
of our knowledge, no existing solution exploits the queue depen-
dencies to find the class delay operating points, variable class as-
signment, and the route configuration in a multi-class DiffServ
networks. The problem of combining routing and QoS partition-
ing was considered in [17] but it used an IntServ model and the
assumption of unicast links. A combined approach based on in-
accurate traffic information was introduced in [18]. Although the
solutions in [17] and [18] take a similar approach to this paper by
combining routing and QoS partitioning, they are flow-by-flow
approaches that operate in an IntServ environment. The paper
starts in the next section by an example that explains the value
of changing the delay operating points. The section then presents
the nonlinear optimization problem formulation that combines
defining the delay, class and route assignments. It is shown in
the Appendix that areas of the objective are concave. A solu-
tion is proposed based on three algorithms, The first two al-
gorithms, centralized offline route configuration and link-class
delay assignment, operate in the convex areas of the feasible re-
gion to iteratively reduce the objective function using a gradient-
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Fig. 1. Example network.

based approach. Both solutions are based on a decomposition of
the function gradient into per-link, per-class components. Each
component captures the effect of all flows using this class and
the interacting flows. The third algorithm is a heuristic used at
the LSP level to promote/demote LSP at different links in order
to move across the concave areas. The algorithms are suitable for
the centralized component of traffic engineering (TE). Based on
the nonlinear optimization problem, we present approximations
for distributed on-line operation and propose the TE approach
that integrates the algorithms functionality and provides the plat-
form for their operation. The TE approaches assume the use of
currently proposed IP QoS routing extensions [19], and the ex-
tended functionality of MPLS-DiffServ introduced in [20]. The
performance of the proposed approach is investigated by simu-
lation in Section V.

II. MULTI-CLASS DELAY-MARGIN PENALTY
MINIMIZATION (MC-DMFPM)

Consider the example network with the associated parameters
shown in Fig. 1, and assume that trunk traffic is the Poisson dis-
tributed with an average of ~, and that delay is calculated using
an M/M/1 queuing model. Using a similar example, we showed
in [3] that delay margin maximization allows users to choose
the appropriate end-to-end route and QoS class. When the delay
requirements are set to those shown in Fig. 1, the priority sched-
uler used in [3] fails to find a routing configuration that can ac-
commodate all three trunks. The best configuration provided by
the priority scheduling in [3] will achieve a delay of 325 ms
by placing trunk 3 on the lower-priority class on route 1-2-3.
In this case, trunk 1 will have an end-to-end delay of 100 ms,
which is well below its requirement. When a queuing scheme
such as WFQ is allowed to change the delay operating points of
the two classes on link 2-3, it can increase the delay operating
point of the lower-delay class from 100 ms to 150 ms, and con-
sequently decrease that of the higher-delay class from 200 ms to
175 ms. In this example, the ability to adjust the delay operating
points provided more flexibility and allowed both trunks 1 and
3 to satisfy their end-to-end delay requirements. This provides a
trade-off in finding the appropriate class assignment and delay
operation point for each class.
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As shown in the example in Fig. 1, enhancing the network
operation requires using a network TE [21] approach that uses
global network state knowledge, non-shortest-paths, and multi-
path routes to find an optimal network configuration. The aim
of this TE is not limited to searching for a network route con-
figuration but extends [3] to add the determination of the class
delay operating points and the per-link class assignment. The
approach should provide LSPs with the flexibility of choosing
different DiffServ classes at different links in order to guaran-
tee their QoS at the minimum degradation to the QoS of other
flows. To formulate the problem, consider a network support-
ing a set I of QoS classes and described by the directed graph
G = (V, E) with a set V of nodes connected to each other using
a set I of directional links; each link e € E is represented by a
source-destination pair (s, te), where s, € V and t. € V are
the source and destination nodes, respectively. Each link has a
total capacity C.. Each link QoS class ¢ € I carries an amount
of traffic of ). ;. Traffic using class ¢ on link e experiences an
average delay d. ;. A multi-class scheduling approach such as
WFQ is used to serve traffic heading to link e. The average de-
lay feasible region for a given link can be represented as a linear
combination of the link delays weighted by the class loads, i.e.,

Aele =) X ide (1)

2

where A, is the total link traffic and d, is the link average delay
if this total traffic was served by a single queue. The network
supports a set M of end-to-end trunks; each trunk m € M, de-
noted by the source-destination pair (&, £, ), wishes to transfer
a total amount of traffic +y,,, from the source node! §,, to the des-
tination node ,,, using the set R,, of all possible routes within
a required trunk delay limit of Dy, The trunk m can select a
subset of routes, P,, C R,, where each route p € P, is used
to transport a pattial amount of traffic, v, , > 0 and is defined
by a set K, ;. Each element in E, ,, represents a link-class pair
{e, i} that represents a QoS class 4 in link e. The formulation in
this way is more general than traditional DiffServ QoS architec-
ture used in [3] since it enables a flow to attain different QoS
class assignments on different links along the route. The end-to-
end delay dr, , of each route p is Jm,p = feilcE and
must be kept below a given delay requirement D,y,. It is desired
to keep dm,p as smaller than ﬁm as possible. As an indicator
for each route p of trunk (or user) m, a delay-margin penalty
function Us, ;, is defined as

m,pde,’i

Ungp = (1- ch,,D/Jf)m)_1 . @

This objective function providing an indicator for the over-
all network is defined as the weighted sum of the delay-margin
penalty functions of all trunks,

U= 3 PUn,

meM peP, '™

©))

where the weight denotes the ratio of the partial amount of
trunk m traffic, v, > 0 carried over the route p to the to-
tal amount of traffic ~,, of trunk m. Our objective is to find
the optimum operating delay points for each link-QoS class,

1 The sign  is used to indicate an end-to-end variable.
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the sets of routes, E,, ,, and the corresponding allocated traftic
amounts 7y, » for all trunks in order to achieve the lowest pos-
sible weighted sum of the delay-margin penalty functions Uy, .
In other words, the multi-class delay-margin penalty minimiza-
tion (MC-DMPM) problem is formulated as follows. Find E,, ,,
Ym,p> and de ; forVe € E,Vm € M, Vi € I,and Vp € Py, to

Y,
nl D D T Uy @
meM pEP,,
while satisfying the following constraints:
Z )\e’i<C€,v€ € F and Vi € I, (5)
i€l
Ym = Ym,ps ¥ € M, 6)
PEPm
—Ym, ift=38n,
Z /\e,m,i - Z )\e,m,i = Ym, ift =tp, N
te=t se=t 0, otherwise,
dp < Dinp, ®)
Aede =D Aeidesi, )
i
de)i(w = ].) < de,i (10)
where Aeni = 3. Ymprmp= 3. desandwis
(P’{evi}EEm,p) {i:e}eEm,p

the weight in the weighted fair queue. The above formulation has
the form of a multi-commodity flow optimization problem and
its delay-margin objective function in (3) is similar to that previ-
ously presented in [3]. This penalty function goes to infinity as
the path delay approaches the delay requirement under the end-
to-end delay constraint (8). Using admission at network edges
to prevent accepting calls as the penalty approaches co ensures
that the function is only valid in the range form dm p = 0to

dpm » = = Dy, and hence will always remain in the delay feasible
region. Another advantage is that, for any end-to-end delay re-
quirement ﬁm < 00, the capacity constraint (5) is also implied
in the penalty function formulation, since any link delay d. ;
would go to infinity as the A, approaches C, and hence, will
cause Jm’p to approach Dm. Constraints (6) and (7) are required
in any flow optimization problem as they guarantee that all the
traffic sent by a given trunk is received at the trunk destination
and that all traffic input to a node is equal to the traffic output
except at the source and destination. The problem formulation
extends [3] to add the finding of the set of delay operating point
de ; to the route and class selection. Adding the optimization of
de ; adds another dimension to the problem. Because flows are
allowed to switch their classes with the switching of MPLS la-
bels, the constraint is interpreted differently in this paper. In all
the values of d. ; in the sum >~ d.,; had to have the same
{e,i}€Enm,
value of 4. In this paper, the formulatign of (8) allows the flows
to assume any QoS class at any link. Constraints (9) and (10)
were added to the problem formulation to represent the general
work-conserving scheduler. The equality constraint in (9) rep-
resents the inter-relation between the average delays of different
classes, which is introduced by the work conserving scheduler. It
ensures that the class delays are chosen from the linearly related
feasible set characterized by (9). Constraint (10) ensures that any

chosen delay is larger than the received delay when this class
has priority over all other classes. Without constraints (9) and
(10), the problem can be treated as an unconstrained nonlinear
optimization. When (9) and (10) are added, the problem is trans-
formed into a constrained nonlinear optimization. Investigation
of the function convexity in the presence of the delay operating
point adjustment capability in Appendix A shows that the func-
tion represents convex hull that is interrupted by concave areas,
and these concave areas are the result of a trunk splitting its load
between two classes at the same link. In this case, the minimum
of U falls on the side of this concave area, corresponding to the
case when traffic of all the routes is assigned to only one class.

1. PROPOSED TE SCHEMES

To solve for MC-DMPM, we propose to decompose the opti-
mization problem into three sub-problems. The first one (to be
discussed in Section IV-A) focuses on route configuration, aim-
ing to find the best set of routes for each trunk and the corre-
sponding traffic loading for each route. Based on this resulting
route configuration, the second sub-problem (to be discussed
in Section IV-B) deals with the link class delay assignment to
search for the optimal set of delay operating points for all the
links. The third sub-problem (to be discussed in Section IV-C)
aims to overcome the local minima caused by concave areas that
may arise as discussed in Appendix A. In single-class networks,
centralized offline route configuration is the only required algo-
rithm.

A. Centralized Off-Line Route Configuration

The centralized offline route configuration is a gradient-based
multi-class nonlinear optimization that operates on the convex
region of the objective function. The algorithm, summarized in
Fig. 2(a), moves the trunk traffic from routes/classes with high
objective function increase rates to routes/classes with lower in-
crease rates, and hence gradually descending to the optimal rout-
ing configuration. When there is change in traffic of trunk v as-
signed to route 5, 4, the bandwidth sharing between frunks over
different /inks will affect the delay-margin penalty of traffic vy, p,
(of trunk m on routels, ) if both E, and E, share at least
one link-class pair {e, 7}. The impact of this change can be rep-
resented by the overall rate of change in the objective function,

_ oU _ 1 877)1,17 U, GYUm,p
Lyg = Ovu,q ; (7,” %3 (Um,p v.q T Ymp 5y o DVoq ))
U, U2 _ad ad ad
where = JRR_MP gpd R = oot
Oy D 0vvq d Mu,q Z OVu,q

e€(Em pNEy q)
where 87m,p [OVu,q is 1if E,, , = E,, and zero otherwise.
Similarly dde ;/0vy,q is non-zero only when e € E, 4. Rear-
ranging terms and replacing Jv, 4 by 0\ ; (since at any node

Aei =20 2o (1wal{e z} € Eyq)), Ly, 4 can be rewritten as

Lo, [Uvq+ Yo e (11)
{E,J}EEuq
where Lo 8de,¢¢ ' (12)
e, — 8)\3,1‘ e,i
and U2
(13)

we,izz Z %npD’p.

m (p{e,i}e(Em,p))
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(a) Route Configuration: (b) Link Class Delay Assignment: (c) Route Traffic
while (A < n) while n > € Promotion/Demotion:
for (Ym € M) ﬁzU(k)"’ZZ(de,j_dgf;)Re,j for (Ve € E) & (Vi€ I)
for (¥p € Rpn) Linp;; = OU/OVmp,i Jor (Y{m,p}|{e,i} € Ep,p)
end for - . - for (Vj € Ili # j)
By = (Bpgllnp = min (L)) | 4= 2min | D54, RW“M) Enp = Enp U{e,}/{e:)
Pm = P, Np d(k-l—l) — aa + (1 _ a)d(k) %\e,i = /\e,i — Ymp
aF = arg mln(z Z Umyp(a)) where ;e,j = )\e,j + Ymp
2 m p I
h - Yo\ ) )
e o= argmin [U0d + (1~ )a®)] | U0 Aesh) < Ui )
m,p - o —
(k) y * e P
Vg + (VB —yi}), if Emp = Efy o, end if
{ dnf a)y® ’ otheT\&f)ise, P Calculate UtV ysing (2) and end for
m,p n= |(U(k) - U(k+1))/U(k)| end for
Uk = S S Up (%) end while end for
m p
end for
Link Class Delay Assignment
A=1- U(k+1)/U(k—m)
end while

Fig. 2. Traffic engineering algorithms.

The term [, ; in (11) is the change in the network objective
function with respect to the class j traffic on link e. It can be used
to represent the length of a given class on a given link and hence
provides a partial decomposition of the problem on a per-class
per-link basis. In calculating the route length using (11), each
class can be considered as a different link with its own length in
the single-class case. The form of [. ; has its advantages in real-
life implementation as indicated in [22] for the single-class case.
The main advantage in the multi-class case is that each link can
introduce the load dependencies between its classes through the
calculation of its own 9d, ; /0. ;, based on the monitoring and
characterization of its own traffic.

The complexity of this algorithm is similar to that of a
gradient-based algorithm, e.g., flow deviation. Flow deviation
converges in O(p?e’c~3m) of route calculations [23], where p
is the width, ¢ is the performance, and we abuse the notation and
use e to represent the number of links and m to represent the
number of trunks. Because at each link, the number of choices
equals the number of classes 1, this algorithm is expected to con-
verge in O(p? [ei]” ¢ 3m). The main complexity of this algo-
rithm comes from route calculation. Although a minimum value
of each term in L,, 4 can be calculated using a shortest path ap-
proach, their sum requires the use of min-cost routing that is con-
strained by the value of lA)Uyq. In the centralized approach in this
paper we assume the use of pre-computed routes {24] to speed
up this evaluation. We also present an approximationin Section
1-D.

B. Link Class Delay Assignment

Based on the allocation of routes, the route configuration al-
gorithm searches for an optimal set of delay operating points for
all the links to provide route loads and route class assignment.
The difficulty of the problem arises from the fact that constraints
(9) and (10) are not implied by the objective function and hence
the problem has to be solved as a constrained non-linear opti-

mization problem. Fig. 2(b) summarizes the proposed solution
that uses a linear approximation of the function at each iteration
to find a solution to the resulting constrained linear optimization
problem. Line search is then used to find a lower-cost point on
the nonlinear function using the linear approximation based on
the function gradient represented by

_ aU _ me, aUm, . ‘ade,i
R.;= bd, ;Zp:_fﬁf = ;we,zadw. (14)

To calculate R, ; at the link level, each link needs to keep
track of the value of 1), ; for each class, and each class needs
to keep track of 0d, ;/0d. ; with respect to all other classes j
on the same link. The value dd, ;/0d., ; depends on the multi-
class queuing approach in use and can be calculated by the link
traffic engineering module based on its own characterization of
its input traffic and its current queue configuration. These values
can be periodically conveyed to the traffic-engineering server
to be used in the optimization, or they can be used locally in
between optimization to provide a local approximation to the
centralized link class assignment. In the simple two-queue case,
0de i/ 0de,; can be obtained from (9). When priority queuing is
used, such as the case in [3], there is no way to change the delays
for a fixed load and hence dd.;/0d.; = 0 and d;i = de,i.
The optimal values of link class d; ; delays can be obtained by
iteratively using line search techniques to solve the nonlinear
optimization for all combination of e and j and constrained by
(9) and (10). The calculation of R, ; requires a maximum m
trunk updates and (i—1) calculation of dd, ;/d. ; where i is the
number of classes. The calculation of d is a linear optimization
problem that has delay constraint equalities up to mp, where m
is the number of trunks and p is the maximum number of routes
per trunk. Because of the work conserving properties of the link
schedulers, the system has e equalities, where e is the number of
links. Each equality describes the relation between the delays of
each link. For a simplex method, the convergence time for the
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calculation of d is an exponential function of (mp+e).

C. Route Traffic Promotion/Demotion

This algorithm aims to move the optimization process from
one convex area to the other by examining the routes (of differ-
ent trunks) one by one as shown in Fig. 2(c). For each link on
each route, it checks if further reduction in the objective func-
tion can be achieved by moving the route traffic on this link to a
higher-or lower-delay class. If a better class is found, the trunk
route is promoted or demoted and the objective function is up-
dated accordingly.

The traffic promotion/demotion step in the algorithm has two
features: (i) The move of traffic between classes is done per flow,
which provides an opportunity for distributed end-to-end imple-
mentation. (ii) The move between classes is done over the same
established path, which provides a means for collecting infor-
mation about the cost of other classes along the route links us-
ing protocols such as RSVP-TE [25]. Because classes can be
switched with the switching of data, promotion/demotion can be
done at the link level.

D. Distributed On-Line Routing Approximation

The distributed version of the algorithm makes use of L, ,
to find E;%p, the optimal path for an arriving call for trunk m at
its time of arrival. To enable a more distributed implementation
of the algorithm that can make use of vector routing tables, we
use an approximation for the calculation of L, ,,. The approx-
imation is based on the observation that the smallest value of
Ly occurs either at the path with the smallest value of dp, ,
or with the smallest values of [, ;. The approximation is based
on calculating two shortest paths, The first one uses link delay
as length; if several paths with the same smallest delay exist,
it picks the one with the smallest values of I, ;. The second one
uses I, ; as the length; if several shortest paths with the length [, ;
are found, then the one with the smallest delay is chosen. Short-
est path algorithms such as the Dijkstra [26] algorithm can be
used in both calculations. In both cases, a route selection mes-
sage such as the Path message in RSVP-TE [25] records d. ;
and [, ; along both paths. The destination node receives both
messages for the two chosen shortest paths and uses them to cal-
culate the exact value of L., ;, for both paths. It then chooses the
one with the smaller value of L,, , for the call to send traffic
along that route. The distributed implementation of this approx-
imation requires each node to keep and update 2 vector routing
tables per priority class, one recording the shortest path to any
node in the network in terms of delay and the other recording
the shortest path in terms /. ;. These vector routing tables can be
built and maintained using OSPF. It also requires the presence
of path-established protocol such as RSVP-TE or CR-LDP. This
reduces the complexity of the routing approach to two times that
of shortest path routing.

E. On-Line Class Delay Assignment

The online delay class assignment aims to minimize the cost
function by optimizing the delays at each link such as to set
the gradient R, ; as close to zero as possible for all classes j
on each link. Because of the work conserving properties of the
link schedulers, only the first term 1, ;0de j/0d,,; in the R, ;

will be positive and all other terms will be negative, Increas-
ing the delay of given class increases the objective function of
flows going through this class and decreases the objective func-
tion of flows going through other classes. A negative value of
R, ; means that increasing the delay of class j will decrease the
overall network cost. The algorithm is triggered by periodic up-
dates to 1. ;. It works by calculating the value of R, ; after each
update, and the delay of the class with the smallest negative R, ;
class is increased by small value .

IV. PROPOSED END-TO-END TE ARCHITECTURES

The proposed TE provides the platform and functionality
needed to integrate the solution approaches discussed in the pre-
vious section to give the DiffServ QoS provisioning the capabil-
ity to support delay guarantees, and to increase the number of
accepted users in the network. The core of the proposed TE ap-
proach is based on allowing LSPs with the same DiffServ class
to share queues and their ability to switch this class at differ-
ent links. This feature is enabled by allowing the switching of
DiffServ PHB with the switching of MPLS labels. Details and
possible implementation of this proposed variable QoS class as-
signment is described in [20]. As shown in Fig. 3, each delay
category needs a separate queue. Either WFQ or PQ is used for
the scheduling of traffic. The queue weights or priority are ad-
justed to enable each queue to operate at a given delay point.

The proposed TE approach operates on three time-scales as
shown in Fig. 4. Each time-scale is associated with control over
a topology scale. The longer time scale (hours to days) is asso-
ciated with network-wide TE. A medium time scale operating
on a range of minutes to hours deals with the LSP-level TE. The
finest time scale TE operates on a range of seconds to minutes
and deals with queue configuration and scheduling issues.

A. Long-Term Network TE

On the long term TE, routes and their QoS class assignments
are off-line computed using the centralized offline route config-
uration. The optimization process is based on long-term traffic
characterization of the input traffic. The approach assumes the
presents of a centralized server to make the calculation and dis-
tribute the resulting configuration on network routers. Once the
optimal route configuration is calculated, the routing tables cor-
responding to these configurations are downloaded to different
routers and are used for forwarding the flows. Flows at the edge
of the network will be mapped to these pre-calculated routes,
and do not need to communicate with the central TE server to
determine how to get to their destination. The network will con-
tinue to use this routing configuration until a new update, and
hence can operate for hours without the centralized TE server.

B. Medium-Term Flow Level TE

The central offline network configuration is calculated only
for a long time interval. To take care of new flows that arrive
in the network between two long-term network configurations,
this paper uses a medium-term flow-level TE. The flow-level TE
handles the actual forwarding, establishment, and resource as-
signment at the edges of the network to deal with functions such
as accepting end-user connections inside the flow and estimat-
ing the statistical characteristics of the flow traffic from its con-
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Flow 1 stituent end-user statistical characteristics. To keep the network
"""" E operating close to the optimal point previously derived by the
T LinkAB LikB-C | long-term TE configuration, the flow-level TE monitors end-to-

end traffic on each route and its received QoS and reacts in order
to calculate the delay margin. Monitoring the delay margin of
each flow allows for implicitly monitor the reservation status on
its links. The flow-level TE aims to keep online routing and class
assignment having the least deviation from the configuration es-

A B o tablished by the centralized offline traffic engineering. The ob-

Class 1 Link A°B Link B-C jective is to make the network more stable by minimizing the

] P —— e T~ need for offline configurations by diverting the traffic to another
Y / 4\_\ route.

FT—=C % ————T ] The operation of the flow-level TE requires cooperation at the

Class 3 y link level. The flow-level TE requires the ability of the link to

l . - - change its scheduling parameters and queuing configuration to

adjust the delay operating points. The flow level TE assumes

the use of an RSVP like protocol for the establishment, mainte-

/ LSR B\. nance, and release of the flow routes. For each established flow,

D1=>d1 _Class lqueue the TE keeps a record of its QoS requirements in the flow QoS

WL table at the edge of the network. However, it is worth noting

that this information is not kept at the link level. In line with the

]—W2 .‘" DiffServ concept, each class on a link is rather required to keep

an aggregate state information about all flows going through it.

I—ws X . This aggregate state is a function of the end-to-end delay mar-

gins of all flows using the link QoS class. As shown in Fig. 4,

the flow state collection and update operates at the edge of the
Fig. 3. Example of operations in the proposed TE architecture. network and measures the QoS received.

The flow end-to-end QoS is measured using either piggyback

end-to-end network monitoring messages, or is collected using

i state collection messages such as PATH message in RSVP. The

D2=>d2 Class 2queue

D3=>d3 Class 3queue

= Centralized route configuration & class delay assignment
- R — measured delay is used to calculate the delay margin and the
é collection & update —>]  estimation \ ¢ same set of messages are used to report this margin to all the
g ¥ JAV ] links used by the flow. Note that a flow end-to-end state col-
3 T“::I‘;:;g:gﬁg;“g gﬁ?ﬂiiﬁ;ﬁﬁ = 7 lection is not limited to its QoS class, but it can collect QoS
g I ] \ ¢ "';lk measures about other QoS classes across its route. The flow cost
] I — - estimation module estimates the expected cost increase/decrease
< e . . . . . .
= Optimized a“oiasgt;; QoS casses aud dlay ievt;lv‘%rg associated with promoting/demoting a flow using the collected
: data. The online approximation of the route configuration eval-
I It R uates the possible route choices for an arriving flow and chooses
* End-to-end QoS adj (promotion/demotion) a route using link costs from the flow cost estimation mod-
ule. The flow promotion/demotion module accepts the promo-
Network state Flow cost le. Th: ﬁ P ! n/ d t d 1 pt th p
collection & update ¥ estimation tion/demotion decisions taken by links.
L ¥
Flow QoS table Oline end-to-end | “WTY W T W C. Short-Term Link Level TE
sel 16
f i Flow level TE The short-term TE has three main roles. The first role is to
Local flow QoS class Flow promotion locally estimate delay and calculate the local link cost. The sec-
d 1 . . . .
K management emonion ond role is to adjust the scheduling parameters in such a way
£ that enables achieving the QoS operating points. The third role
g o craionts is to adjust the delay operating points such as to increase the
2 * Caleulation of class costs 4 overall delay margins of flows using the network. The link-level
- » Local adjustments of delay assignments B .
3 TE will do that through the proper assignment of queue con-
g . .. .
Queue performance Local class delay
5 ve perfor i figurations (quege lepgth, queue PI‘IOI’Ity, andv weight). For QoS
5 dynamic link sharing | ;o b0 performance espmatxon required m.TE algor}thms, We propose
@ | the use of multi-scale traffic modeling techniques [27] to char-
Caloulation of deay acterize the aggregation of LSP traffic at each class. The use
erivative estimation

of multi-scale characterization enables techniques introduced

in [28] and [29] to evaluate the queuing performance and cal-
Fig. 4. Hierarchy and functions of the proposed TE approach. culate the delay gradients.
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V. PERFORMANCE EVALUATION
A. Example Scenario

Fig. 5 shows a randomly generated example network with all
links set to 2,400 capacity units. The same network was used
in [3] to evaluate an earlier version of the centralized offline
route configuration that considers the special case of priority
queuing. The example transports 21 pairs of trunks, each pair
has the same source and destination but different delay require-
ments (e.g., 3 ms, 6 ms). Calls of equal traffic requirements are
randomly generated using a uniform distribution over the trunks.
In order to examine the impacts of more realistic bursty traf-
fic with varying loads, each call is modeled as a Poisson traffic
source with at an average rate .. The trunk total traffic at any
point in time is the sum of the Poisson distributed traffic gen-
erated by calls admitted to this trunk. In the simulation we use
a two queue WEQs for scheduling traffic at the links, and we
consider the independence assumption [30] to allow easy aggre-
gation of the traffic. Because of the absence of an accurate pet-
formance analysis for WFQ, we use an empirical approximation
of the delay function where

(C —wak — M) 7,
(2)C - N
~(32)(C — (1= wa)A = da),

if dy < (C— M),

di

otherwise.

(15)

The admission of a new call with an average traffic rate v, is
decided as follows. The call is assigned to the route/class with
the smallest value of value of L, ; ; (or its approximation). The
model of a priority queue with Poisson packet arrivals [31] is
used to estimate the average class delay for each link in the net-
work assuming an increase of traffic equal .. Subsequently, the
corresponding normalized delay margin, (1 — Jv,q / f)v,q), is es-
timated for each trunk. The new call will be admitted to the net-
work if the estimated (1 — dy, 4/ D, 4) is positive for all trunks.
Otherwise, it is rejected.

The results in this paper use the same approach as the sta-
tic case in [32]. At each simulation step, a trunk is randomly
chosen to generate a call. If the call is admitted to the trunk, the
trunk total traffic is increased by +., otherwise the amount of un-
accepted traffic is increased by ~v.. Once admitted, the call stays
until the end of the simulation. In other words, the traffic offered
to the network will increase gradually with the arrival of calls.
As the traffic increases, end-to-end delay will increase, causing
the end-to-end delay margin of some trunks to approach zero,
hence preventing them from accepting more new calls. A trunk
with a delay margin close to zero, will also prevent other trunks
sharing links with it from accepting calls, as this will cause its
own delay violation. When the centralized approach is used, the
optimization process is re-run whenever a new call is accepted.
The performance of an approach in this simulation is measured
by its capability to accept more calls in the network (or, equiv-
alently, to decrease the amount of unaccepted traffic) with the
increase in offered traffic.

To examine the algorithms we will gradually introduce them
to evaluate the effect of each of them. We will start with a net-
work that uses min-delay algorithms. As a starting point we as-
sume that trunks are assigned to end-to-end QoS classes cor-
responding to their delay. Link weights are set to 0.6 and 0.4,
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routing.

hence creating a higher and lower delay classes. We will then
first introduce each algorithm separately and then combine them
to show the effect of them working together.

Fig. 6 shows the results for min-delay routing. It shows that
when class assignment (CA) is introduced, it increases the
amount of accepted traffic for both min-hop and min-delay ro-
uting. This is mainly due to the added choices along the route
and the ability to distribute resources along the route by pro-
moting the QoS of more LSPs at more congested links and de-
moting them at highly loaded links. Demotion may also be used
to compensate for high QoS that is gained by sharing certain
classes with connection that have a stringent QoS requireme-
nt. When delay operating point assignment (DA) is introduced, it
presents a major increase in the amount of accepted traffic. This
choice represents an adaptation to the end-to-end trunk QoS re-
quirements and network topology. As expected, when both are
combined, a better performance is achieved.

Fig. 7 shows the effect of allowing flows to vary their class
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assignment along a route (i.e., variable class assignment) versus
the traditional DiffServ end-to-end class assignment (i.e., fixed
class assignment). Fig. 7 shows the results when both centralized
routing and class adjustment is used. For each case, we consider
the use of both priority and weighted-fair queues. In the config-
urations with weighted-fair queues, DA is used to adjust each
class delay. The configuration using fixed class assignment and
priority queue represents the case considered in [3]. As shownin
Fig. 7, when the system used in [3] is allowed to adjust the delay
operating points through the use of a WFQ, it can decrease the
percentage of rejected traffic. A similar result can be obtained
using priority scheduling by allowing the system to use variable
class assignment. Combining CA with DA presents a slight im-
provement over combining each assignment with routing. How-
ever, the results show that this combination also decreases the
delay penalty function. This means that although the traffic ac-
cepted in the network may be similar, the use of DA iacreases
the detay margin seen by this traffic. This cnables traffic to com-
pensate against unexpected short-term traffic increases.

Fig. 8 presents a performance comparison of centralized and
approximation approaches, It is interesting to notice that when
multi-class delay margin based routing configuration is used
alone, it does not present a major enhancement over minimum
delay, even when using the centralized off-line version. How-
ever, when combined with the other two algorithms, it outper-
forms minimum delay routing combined with same two algo-
rithms by more than 100 traffic units. Fig. 8§ shows that, when
combined with CA and DA, the approximation provides reason-
able performance in trade for its distributed nature. Compared
with min-hop the advantage for using the delay margin approx-
imation is that it is based on the same formulation as the de-
lay and class assignment. This enhances the interaction between
these algorithms as they all aim to achieve the same objective.
The understanding of the nature of this interaction and condi-
tions where each of the algorithms become more valuable are
our current research focus.
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VI. CONCLUSIONS

In this paper, we presented a delay-margin based TE approach
to provide end-to-end QoS in MPLS networks using DiffServ at
the link level. Three traffic engineering algorithms are developed
using a nonlinear formulation of the TE problem in the form
of end-to-end delay margin. The algorithms provide more con-
trol dimensions of the network, while keeping the simple Diff-
Serv service provisioning architecture. Simulations show that
the end-to-end class adjustment and the weight adjustment al-
gorithms can be used separately to enhance the performance of
existing routing techniques. In conjunction with the route con-
figuration algorithm, they further increase the network perfor-
mance. Approximations were also proposed for a possible dis-
tributed traffic engineering structure.

APPENDIX A: CONVEXITY INVESTIGATION

Convexity of delay-margin penalty function: For (2) to be
convex over a set of delay feasible load points v, ,, two condi-
tions have to be satisfied, i.e., the domain of feasible delay v,
has to be convex and V2U has to be positive for any value in the
feasible domain.

Convexity of feasible delay domain: For domain of feasi-
ble delay 7y, , to be convex, the load points on the line v =
oy +(1—a)y@ (where 0 < a < 1) connecting any two delay
feasible load points v(% and (2 have to lie within the feasible
set. Points on that line can be interpreted as a load configuration
(i.e., a combination of both feasible load points reduced by fac-
tors o and 1 — o). Since delay is an increasing function of load,
then each component is still guaranteed to be within the feasible
region, and hence the domain of feasible delay 7, , is convex.
From (11) each component in V2 can be defined as:
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H1 is positive, while H2 is negative since ddj,/0dy |
and 0d} ,/(0de,10¢,, ,, .) are negative. When |H2| > |H1|,
R 8&3,1’1,’6 < 0 and hence the function relating U to moving
a trunk traffic from one class to another is #ot convex in this re-
gion. In other words, in this case, for a given route loading of
a trunk, the minimum of {J is minimum when traffic of all the
routes is assigned to only one class, i.e., the minimum value will

fall on either side of the function.
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