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Quantum Packet for the Next Generation Network/ISDN3

Ray Y. W. Lam, Henry C. B. Chan, Hui Chen, Tharam S. Dillon, Victor O. K. Li, and Victor C. M. Leung

Abstract: This paper proposes a novel method for transporting var-
ious types of user traffic effectively over the next generation net-
work called integrated services digital network 3 (ISDN3) (or quan-
tum network) using quantum packets. Basically, a quantum packet
comprises one or more 53-byte quanta as generated by a “quantu-
mization” process. While connection-oriented traffic is supported
by fixed-size quantum packets each with one quantum to emulate
circuit switching, connectionless traffic (e.g., IP packets and active
packets) is carried by variable-size quantum packets with multiple
quanta to support store-and-forward switching/routing. Our aim is
to provide frame-like or datagram-like services while enabling cell-
based multiplexing. The quantum packet method also establishes
a flexible and extensible framework that caters for future packeti-
zation needs while maintaining backward compatibility with ATM.
In this paper, we discuss the design of the quantum packet method,
including its format, the “quantumization” process, and support
for different types of user traffic. We also present an analytical
model to evaluate the consumption of network resources (or net-
work costs) when quantum packets are employed to transfer loss-
sensitive data using three different approaches: cut-through, store-
and-forward and ideal. Close form mathematical expressions are
obtained for some situations. In particular, in terms of network
cost, we discover two interesting equivalence phenomena for the
cut-through and store-and-forward approaches under certain con-
ditions and assumptions. Furthermore, analytical and simulation
results are presented to study the system behavior. Our analysis
provides valuable insights into the. design of the ISDN3/quantum
network.

Index Terms: ATM, ATM adaptation layer (AAL), integrated ser-
vices digital network (ISDN), ISDN3, next-generation networks,
quantumization, quantum packets.

1. INTRODUCTION

A key issue in networking is how to packetize data so that
it can be effectively and efficiently transferred over a wide-area
network. Ever-increasing connectionless data traffic, the integra-
tion of the link and network layers, and the development of ac-
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tive networks make the study of a unified packetization method
for the next generation network a matter of considerable interest.

In the last quarter of a century, we have seen two genera-
tions of integrated services digital network (ISDN) employed
in the development of telecommunications infrastructure. The
first generation of ISDN (ISDN1) was introduced in the 1980s
to integrate narrowband voice, data, and video services in dig-
ital telephone systems [1]. The second generation of ISDN
(ISDN2), known as ATM, was developed in the 1990s to support
broadband traffic using cell switching {2]-[4]. In ISDNI, both
fixed-size and variable-size frames were employed for packeti-
zation purposes. Basically, fixed-size frames were used to multi-
plex user traffic in pre-defined channels [S]. Although this min-
imizes overheads and transfer delays, it operates only under a
synchronous architecture so it is not flexible. Another disad-
vantage of using fixed-size frames is that their inflexible for-
mat makes them less extensible and less effective in control-
ling priority. To transport asynchronous traffic more effectively,
frame relay was introduced to enable efficient packet switching
by means of variable-size frames [6], [7]. As the packet' size is
variable, it is necessary to specify where a packet or frame ends.
A special flag is included in the frames for this purpose. How-
ever, like other conventional link layer protocols, this creates a
burden due to the use of “stuffing bits” [2]. Although we can
achieve very high payload utilization by employing variable-
size frames, the use of variable sizes generally makes it more
difficult to process them at high speed. Moreover, it is not de-
sirable with respect to priority control as high-priority packets
may be delayed by large-sized low-priority packets. ISDN2 pro-
vides a mechanism for emulating circuit switching using packet
switching. This is accomplished by using small fixed-size pack-
ets (i.e., ATM cells) with a header to specify the associated “cir-
cuit” for switching purposes [2], [3]. The use of cells both fa-
cilitates the development of high-speed switches and provides
better priority control. ATM also defines a framework for spec-
ifying various service classes by using ATM adaptation layers
(AALs). However, because it is connection-oriented (CO), it is
less effective in supporting connectionless (CL) traffic.

At the network layer, the most popular packetization method
is to use variable-size Internet datagrams [2], [8]. In this case,
the packet length is specified in the packet header so as to iden-
tify the end of a packet. To ensure correctness of the header (e.g.,
the packet length information is correct), some error checking
bits are included. Similar to frame relay frames, Internet data-
grams are less effective in the aspects of priority control and ease
of processing. While packets conventionally only transport data,
they can also carry programs that can be run at active network
nodes [9], [10]. As each active packet can be run independently,

1n this paper, the terms “frames,” “‘cells,” and “packets” are used in an inter-
changeable manner.
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new services can be offered dynamically and highly customized
services can be supported more easily. Related active network
projects include Janos for providing a Java-based operating sys-
tem for active network nodes [11] and NetScript for developing
a programming tool for active networks [12].

Although the AAL packetization method has been employed
extensively as a way of supporting different types of data traf-
fic over ATM networks, it may not be effective in addressing
the various needs of the next generation network because of the
CO nature of the ATM. Therefore it would be desirable to de-
velop a more flexible and extensible packetization framework to
support both CO and CL data traffic at different layers of the
network model. This paper seeks to contribute to this impor-
tant goal in four ways. First, we propose a novel packetization
method called the quantum packet for the next-generation net-
work called ISDN3 (or quantum network) [13]. This packetiza-
tion method can provide frame/datagram-like services while en-
abling cell-based multiplexing. Moreover, it is generally back-
ward compatible with ATM cells (i.e., ATM cells can be viewed
as one type of quantum packet—that is, a quantum packet with
one quantum). Second, as an extension to or a generalization of
the AAL process, we propose a “quantumization” process (also
called AAL+) to support both cut-through (e.g., ATM-based)
and store-and-forward (e.g., MPLS-based) traffic in a unified
manner. The proposed method can also be used to encapsulate
active data traffic. Third, we formulate an analytical model for
evaluating the consumption of network resources when quantum
packets are used to transfer loss-sensitive traffic. In particular,
some close form mathematical expressions are derived. Finally,
we present analytical and simulation results to study the system
behavior, With the advent of data-oriented applications (e.g., In-
ternet applications), there is an increasing need for the transport
not only of time-sensitive but also of loss-sensitive traffic over a
wide-area network. Our analysis provides valuable insights into
the design of the next-generation network for these applications.

The remaining sections of the paper are organized as follows.
Section II gives an overview of ISDN3. Section III presents
the details of the quantum packet method. Section IV presents
a theoretical model related to the consumption of network re-
sources. Section V discusses the analytical and simulation re-
sults. Section VI concludes this paper.
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Table 1. Comparison of ISDN1, ISDN2, ISDN3, and the Internet.

ISDN1
(Circuit-switched ISDN

ISDN2 ISDN3

Internet

and frame relay) (ATM) (Quantum network)
Base network | Connection-oriented ~ Connection-oriented ~ Connectionless Connectionless
Transmission unit Frame Cell Quantum packet Datagram
Traffic
. . i i Router
forwarding device Switch Switch FEE
Non-active with little ~ Non-active with Active with high  Non-active with

Network nature

intelligence some intelligence intelligence some intelligence

Integrate narrowband Integrate both network

and broadband traffic  traffic and network Provide

over a cell-switching functions over the same best-effort service
network network

Integrate narrowband
traffic in the digital
telephone system

Basic design
philosophy

II. OVERVIEW OF QUANTUM NETWORK/ISDN3

ISDN1 and ISDN2 were actively developed during, respec-
tively, the 1980s and 1990s. As we enter the 2000s, it is an
appropriate time to initiate research into the next generation of
ISDN, which is referred to as ISDN3. In particular, we propose
the realization of ISDN3 through the quantum network. Apart
from ATM, the quantum network is inspired by a number of
networking technologies and research projects, including multi-
protocol label switching (MPLS) [14]-[16], A/l Net [17] and
IthACI [18], various active network projects {9]-[12], and Inter-
net2 [19]. In essence, our aim is to integrate these networking
technologies using a common framework. While both ISDN1
and ISDN?2 were built over a connection-oriented architecture,
the explosive growth of the Internet and the emergence of ac-
tive network services may require us to rethink this design prin-
ciple. In our view, the integration of the ATM, Internet and
active network will form the basis for ISDN3. Table 1 com-
pares the main features of ISDN1, ISDN2, ISDN3, and the In-
ternet. The base network for ISDN3 is connectionless. This
facilitates the provision of different network services: Whether
connection-oriented, connectionless or active. Motivated by the
recent developments in integrating layer 2 and layer 3 tech-
nologies [14]-[18], [20]-[23], the traditional link and network
layers integrate to form a forwarding layer with different par-
titions that support diverse network functions such as switch-
ing, routing and active network functions. We call this hori-
zontal partitioning, which complements the traditional vertical
layering network model. Essentially, ISDN3 combines not only
various types of traffic but also a spectrum of network func-
tions, thus creating a truly integrated network. As will be ex-
plained later, it employs a novel quantum packet method that
supports frame/datagram-like services and active network ca-
pabilities while enabling cell-based multiplexing. Basically, a
quantum packet comprises one or multiple quanta. It can be
used to effectively support not only cut-through switching but
also store-and-forward switching/routing. Quantum packets are
generated by a “quantumization” process that is explained in
the next section. This packetization process can be viewed as
a generalized AAL process or an AAL+ process. To integrate
different network services, a modular traffic forwarding device
called the forwarding engine (FEE) is proposed. The proposed
name (FEE) reflects what it does (i.e., forwarding packets) but
not how it does it. This is because a wide range of forward-
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ing options are available. The implementation details of FEEs
are outside the scope of this paper. Here, we give a schematic
overview in Fig. 1. As will be explained in Section 1lI, a FEE
forwards quantum packets using the type-merging mechanism,
which is similar to virtual circuit (VC)-merging. This means
that a FEE can be built based on the architecture of existing
VC-merging switches/routers, such as the ones proposed in [16]
and [17]. Inspired by the architectures in [16] and [17], we out-
line a possible approach here. As shown in Fig. 1, different net-
work modules can be installed in a FEE as necessary. The link
module is for linking with other FEEs in the network. It mainly
consists of incoming and outgoing ports with buffers for storing
quantum packets. When a FEE receives a quantum from an in-
coming port, the quantum will be transferred to the correspond-
ing module for processing according to its type (i.e., similar
to [17]). For example, upon receiving an MPLS-based packet,
it will be passed to the MPLS switching module. If an active
packet is received, it will be processed by the active network
module. When a new type of network service is introduced in
the future, the respective network module can be added easily
within this flexible framework. After processing (¢.g., to deter-
mine the next node), a quantum will be sent to the required out-
going port in the link module for transferring to the next network
node. In the case of cut-through switching service, the quantum
can be transferred to the next network node independently. This
is similar to ATM cell switching. To support store-and-forward
switching/routing services, each quantum of a quantum packet is
first buffered at the outgoing port according to its type (i.e., sim-
ilar to the approaches used in [16] and [17] for supporting VC-
merging). Upon receiving all the quanta of a quantum packet,
the quanta can then be transferred to the next network node.

III. QUANTUM PACKETS

The quantum packet method, to be presented in this section,
is an attemnpt to combine the advantage of frames and cells. In
other words, it seeks to integrate the packetization methods used
in ISDN1 and ISDN2. In general, a quantum packet consists of
one or more quanta of 53 bytes as shown in Fig. 2. It func-
tions like an extended ATM cell or a quantized frame relay
frame. In particular, an ATM cell can be viewed as the sim-
plest type of quantum packet—a quantum packet with one quan-
tum. Moreover a quantum packet can contain multiple uvnits
(quanta) for transporting store-and-forward data traffic more ef-
fectively based on a type-merging mechanism similar to VC-

merging [16], [17]. As will be discussed later, the quantum

packet method is flexible and efficient in terms of packetization.

Quantum packets are created in three steps using the following

general “quantumization” process (see Fig. 3):

Step 1. Starting with a higher-layer data unit, an optional
packet-specific header PH (h bytes) and an optional packet-
specific trailer PT (¢+ g bytes), which includes some padding
bits (g bytes), are attached. The padding bits are needed to
ensure that the resultant packet can be segmented into an in-
tegral number of units.

Step 2. Segment the packet as generated from step 1 into dis-
crete units of [ (to be computed later) bytes. To each unit,
an optional quantum-specific header QH {(a bytes) and an
optional quantum-specific trailer QT (b bytes) are added. If
required, it is also possible to subdivide the QH and QT into
the inner and outer parts as follows:

— QH is subdivided into inner and outer QHs: QH; (a;
bytes) and QH, (a, bytes), where a = a; + a,.

— QT is subdivided into inner and outer QTs: QT; (b,
bytes) and QT (b, bytes), where b = b; + b,

Step 3. Finally, attach a compulsory 1-byte quantum label to
each unit as generated from step 2. Also, two modes of op-
eration, namely the cut-through mode and store-and-forward
mode, are available. For the cut-through mode, m quantum
packets are formed, each having one 53-byte quantum. In
this case, each quantum is forwarded independently. For the
store-and-forward mode, a quantum packet with m 53-byte
quanta is formed. These quanta must be forwarded together.

This quantumization process is similar to the well-known
AAL process [2] but there are two major differences:

o First, it is more flexible because all the headers/trailers are
optional. Only the 1-byte quantum label is compulsory. This
means that, as shown later, specific headers/trailers can be
defined for each type of quantum packet to support different
packetization needs. In other words, it can better cater for
the requirements of next-generation networks.

e Second, unlike AAL, which assumes a connection-oriented
(circuit-switching-like) framework, it provides both cut-
through and store-and-forward operations to better support
not only connection-oriented but also connectionless data
traffic. As shown later, it can be used to support active net-
work traffic as well.

A quantum packet (comprising one or more 53-byte quanta) is
backward compatible with ATM cells. In other words, the AAL
process can be viewed as a subset or special case of the quantu-
mization process. Returning to the parameters g and [, it is not
difficult to see that once the parameters {h, ¢, a, b} are defined,
wehavel =52—a—band g = [MEAEE] x | — (M + h+t)
where M is the length of the higher-layer data unit in bytes. As
aresult, m = (%’:—] 53-byte quanta are generated.

The 1-byte quantum label is used to identify the essential in-
formation about a quantum. In the case of store-and-forward
traffic, the label is also used to link the corresponding quanta of a
quantum packet through the type-merging multiplexing mecha-
nism (described later). To a certain extent, a quantum label func-
tions like a compacted ATM cell header. As shown in Fig. 4, it
contains the following fields:

1. Synchronization (SYN): The 1-bit SYN field is reserved for



LAM e al.: QUANTUM PACKET FOR THE NEXT GENERATION NETWORK/ISDN3

tbytes

e, |
L o]

Step 2 l

Higher-layer message J

Step 1

Cut-through mode L Store-and-forward mode

{ -

1 byte
>

1 byte
>

s
ol

S—

—
53 bytes

1!,

53 bytes

(=0
=)

Muitipte quantum packets each with one quantum
H Quantur fabel with END bit = 0 EQuantum label with END bit = 1

One quantum packet with multiple quanta

PH/T: Packet-specific header/trailer  QH/T: Quantum-specific headerftrailer Pt Padding bits

Fig. 3. Quantumization (AAL+) process.

1bit 3bit 1bit 4 bits 1 bit

|EXT[EnD] PRI] TYPE Isyn|

Fig. 4. Quantum label format.

synchronization purposes.

2. Type of quantum packet (TYPE): The 4-bit TYPE field iden-
tifies the quantum packet type. Table 2 shows a list of possi-
ble types. More types can be introduced if required.

3. Priority (PRI): The 1-bit PRI field indicates that the corre-
sponding quantum should be processed at a higher priority
than other quanta of the same type. Note that another priority
policy can be defined for different types of quanta.

4. Packet end (END}: Similar to the AUU bit in an ATM cell
header, the 1-bit END field indicates whether the quantum is
the last one in a quantam packet. Therefore, for store-and-
forward traffic, the END field is set to zero except for the
END field in the last quantum, which is set to one. The END
field is always set to 1 in cut-through traffic because each
quantum is transmitted independently.

5. Extension (EXT)—this bit is reserved for future uses.

In summary, in designing quantum packets, we do not as-
sume using a particular forwarding technique (e.g., switching).
The quantam label only indicates the packet type and whether
there are more quanta to follow. According to the TYPE bits,
the quanta are passed to the respective modules in the FEE for
processing. Therefore, an ATM cell, an MPLS-based packet
and an active packet are passed to the respective modules for
processing. The proposed solution is very flexible and extensi-
ble because new modules and TYPEs can easily be added in the
future. This design also allows each packet to be processed ac-
cording to the most appropriate forwarding mechanism.

319

Table 2. TYPEs for different network services.

TYPE Service Forwarding Meode
0000 /1111 Reserved for network control N/A
0001 Layer 2 switching (ATM-like} Cut-through
0010 Layer 3 routing Store-and-forward
0011 Active services Store-and-forward
0100 Layer 3 switching (MPLS-like) Store-and-forward
0101 - 1110 Future uses N/A
QH Q
Data (ATM r
header)
« —><¢ »
48 bytes 5 bytes

(The first byte of QH (ATM cell header) is modifided into the QL)

A Quantum label with END bit = 1

Fig. 5. Quantum packet for layer 2 (ATM) switching.

We now explain how the quantum packet method can be
used to flexibly and effectively support different types of traf-
fic. For CO (i.e., ATM-based) traffic, the above quantumization
process can cover any one of the AAL processes. Essentially,
the CSPDU header and trailer correspond to PH and PT, respec-
tively. The SAR-PDU header (if any) and the last four bytes
of the ATM cell header form the QH. More specifically, the
SAR-PDU header is the QH; and the last 4 bytes of the ATM
cell header is the QH,,. Finally, the first byte of the ATM cell
header is assumed to be modified into a quantum label as shown
in Fig. 5. Alternatively, ATM cells can be turned into quantum
packets (1.e., each having one quantum) by rewriting the first
byte of the header as the required quantum label. The impact
of this should be small because the first byte of an ATM cell at
the Network/Network Interface (NNI) is only part of the VPI,
which can be modified easily. In the case of CO traffic, the cut-
through mode is used (i.e., each quantum is switched indepen-
dently). Note that CO quantum packets are well-suited to trans-
ferring time-sensitive traffic {(e.g., voice/video). In other words,
they can be used to support voice/video services. In essence,
like ATM cells, these CO quantum packets can provide circuit-
switching-like services. The voice/video information is carried
in the quantum payload and the virtual circuit identifier is writ-
ten into the QH. For instance, to support voice services with
silent suppression, a voice quantum is created periodically when
the voice station is active (i.e., during a talkspurt). The voice
quantum is transferred using the cut-throngh mode. Similarly,
variable bit rate video traffic can also be supported. As each CO
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quantum can be processed independently or on a cut-through ba-
sis, voice/video traffic can be transferred very efficiently. More-
over, the priority mechanism used by quantum packets enables
CO quanta to be transferred at a high priority, thus minimizing
the effect of other types of quanta on its transfer delay (see the
performance analysis in Section V).

For the support of MPLS-based IP traffic, an MPLS label can
be regarded as a PH. Furthermore, a PT can be attached for er-
ror checking and other control functions. No QH and QT are
needed. Essentially, the quanta of a quantumized MPLS packet
are transferred based on the MPLS label in the first quantum (see
Fig. 6). In this case, a FEE functions like an MPLS switch in the
horizontal partitioning network model. Note that a quantumized
MPLS packet can be transferred directly through the physical
layer. Similarly, a quantumized IP datagram can be formed as
shown in Fig. 7. Again QH and QT are not required. A quan-
tumized IP packet can also be transferred directly through the
physical layer based on the IP address in the first quantum.

For active data packets, a number of packetization options are
available as shown in Fig. 8. In the first option, the ANEP header
as described in [24] can be attached as a PH header together
with a predefined PT. Again, no QH and QT is needed. The
active data packet is processed according to the information in
the ANEP header. In the second option, the ANEP header can
be replaced with an active header carrying a program. Finally, an
active application can create a whole active packet. We assume
that an integral number of quanta is generated and the quantum
labels are embedded inside the packet as comments (i.e., they
can be ignored when the packet is executed).

Quantumization is thus very flexible and extensible. It is de-
signed to support different types of traffic using a unified pack-
etization framework. Note that the payload size of CL packets
can be maintained at 52 bytes (except the first and last quanta).
Compared to 48/53 = 91% as in ATM, we can see that the pro-
posed quantum packet method can improve the payload utiliza-
tion for CL traffic to 52/53 = 98%.

Motivated by VC-merging, we propose a “type-merging”
method for multiplexing different types of quantum packets ac-
cording to the TYPE and PRI fields in the quantum label. In
general, different types of quantum packets can be multiplexed
together over the same link provided that the quanta of a quan-
tum packet are not interleaved with the quanta of another packet
of the same type and of the same priority level. This requirement
also applies to a FEE. Fig. 9 presents an example to illustrate

52 bytes

An active packet with the ANEP header
‘ T J P I Data H e N r oata
An active packet with programming code embedded into the packet-specific header

N

52 pytes
An active packet with programming code embedded into the packet itself

‘ .

52 bytes

Quantum label with END bit = 0 Quantum label with END bit = 1

Fig. 8. Quantum packet for active data traffic,
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P —

Fig. 9. Muttiplexing of different types of quantum packets.

how the multiplexing rule works. Note that type 1 traffic is as-
sumed to have the highest priority so the first quantum of packet
2 is transmitted at a higher priority than the second quantum of
packet 1. As packet 3 has a higher priority than packet 1 (i.e.,
the PRI bit is set), it is also processed first. Support for quan-
tum packet switching/processing should lead to many new and
interesting research issues. For example, due to the similarity
between type-merging and VC-merging, a VC-merging switch
such as the one proposed in {16] can generally be used to support
quantum packet switching,

IV. ANALYTICAL MODEL

In this section, we present an analytical model to evaluate
the consumption of network resources when quantum packets
are used to transport loss-sensitive data from a sender to a re-
ceiver through network nodes using three different schemes:
Cut-through, store-and-forward, and ideal. The analysis gives
us valuable insights into the behavior of the quantum network in
general.

The analytical model is described as follows. A sender and
a receiver are connected by n network nodes numbered 1 to n
as shown in Fig. 10. A loss-sensitive quantum packet with
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quanta is to be transmitted from the sender to the receiver. In the
meantime, we assume that m is the same for all cases in order to
derive some interesting relationships. Later we will express m in
terms of the length of the higher-layer data unit. At each node, a
quantum is transmitted successfully with probability p (i.e., dis-
carded with probability ¢ = 1 — p at the outgoing interface, e.g.,
due to buffer overflow). For each successful hop-by-hop quan-
tum transmission, one unit of network resources is consumed.
In general, quanta may be lost in a burst due to network con-
gestion. For example, if the previous quantum is dropped, the
current quantum is more likely to be discarded too. We con-
sider a burst loss model to capture this behavior as shown in
Fig. 11. There are two states, “not lost” (NL) and “lost” (L),
indicating whether the previous quantum is not lost or lost, re-
spectively. The initial state is set at NL. If a quantum is suc-
cessfully transmitted, the state will be NL and the probability
that the next quantum can be successfully transmitted too is «.
Otherwise, the state will become L and the probability of suc-
cessfully transmitting the next quantum is 3. This means that at
the NL and L states, p = « and p = 3, respectively. Denote by
P(L) and P(NL) the probabilities that the system state is L and
NL, respectively. We can write

P(NL) = aP(NL) + BP(L)
P(NL) + P(L) = 1.

(D
2)

The objective of the following analysis is to evaluate the av-
erage cost C of successfully transmitting a packet from a sender
to a receiver in three different cases. Note that the transmission
of the loss-sensitive packet is considered successful only if all
its m quanta reach the receiver. If not, the whole packet or part
of its quanta needs to be retransmitted.

Case 1 (cut-through): In this case, each quantum is sent inde-
pendently. Hence if a transmission of the packet is unsuc-
cessful (i.e., one or more quanta are lost at the intermedi-
ate nodes), the sender must retransmit all of the m quanta.
This resembles the AALS approach. Note that in this case, it
1s assumed that lost quanta cannot be identified because no
quantum sequence number is included.
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Case 2 (store-and-forward): In this case, each node will not for-
ward any quanta to the next node until all the m quanta are
received. If a node cannot receive any of the quanta, all m
quanta will be retransmitted from the sender. Also, an in-
complete packet will not be forwarded to the next node but
will be discarded.

Case 3 (ideal): This case is similar to Cases 1 and 2 except that
the sender retransmits only the discarded quanta. Note that
Case 3 can be considered ideal, but it is generally impracti-
cal as it requires additional processing (e.g., a quantum se-
quence number is required to identify lost quanta). Here the
quantum sequence number is assumed to be embedded in the
QH.

When o = 8 = p, each quantum can be regarded as having
been independently discarded. In this situation (i.e., indepen-
dent loss), we can formulate a close form solution for each Case
(1, 2, and 3). As shown later, the close form expressions are
validated by simulation results. Furthermore, we will present
simulation results for the general burst loss model.

Finding 1: 7o transfer a loss-sensitive quantum packet with
m quanta successfully through n nodes by using the cut-through
approach, the average cost is %}6_% under the independent
loss model (i.e., each quantum is discarded independently with
probability 1 — p at each node).

For each trial, the probability of transmitting the packet suc-
cessfully from the sender to the receiver (i.e., no discarded quan-
tum) is p"™. The associated cost is nm. If one or more quanta
are discarded at the intermediate nodes, the transmission is re-
garded as having failed, which occurs with probability 1 — p™™,
In this case, the associated average cost is denoted as Ctyj1. Sup-
pose that the packet requires « trials before successfully reach-
ing the receiver. Obviously z follows a geometric distribution
given by (1 — p"™)2~1pnm 3 = 1,2,.... The average cost
of x trials is (z — 1) Crai1 + nm. The average cost C is the ex-
pected value of (& — 1) Caii + nim, which can easily be found
to be

C = E|[(z — 1) Ctai1 + nm)]

1
(-—“ — 1) Crail + nm.

pnm

3

A “failed” packet transmission means that one or more quanta
are discarded. Let y be the number of lost quanta in a failed
transmission and C)g be the average cost due to a lost quantum.
We have

P (y out of m quanta lost|failed transmission)
P (youtof mquantalost, failed transmission)
P (failed transmission)

_ P (youtofmquantalost)
~ P(failed transmission)

(7)o -y

- = : @

If y quanta are lost, the associated average cost is yClost +
(m—1y)n. Since a failed transmission discards at least one quan-
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tum and at most m quanta, we have

o () oy
Ctail = Z 1= pm [yCiost + (m — y)n]
1 —
= IL;MT) (Ciogt — 1) + nm. (%)

The detailed derivation of (5) is given in Appendix 1.

A quantum may be discarded at any of the intermediate nodes.
Given that a quantum is discarded, the probability that it will be
discarded at the zth node is %‘ﬂ and the associated cost
is z — 1. Note that if a quantum is discarded at the zth node,
the quantum must have been successfully transmitted through
the preceding nodes before being discarded at node z. Using the
above argument, C)os;, can be found by summing all possible
values of z = 1,2, - - -, n as follows:

z—1 1—
Clost - P ( n p)J
- P

(6)

The detailed derivation of (6) is given in Appendix 2.
Having found C)og; and Cp,), the average cost can then be
calculated by using (3):

o~ (AR [
nm —+nm
Trgp mp(1—p") ")> ()

pr(l-p)

The detailed derivation of (7) is given in Appendix 3.
Finding 2: Under the same assumptions as stated in Find-

ing 1, the average cost of the store-and-forward approach is

mp(1—p™™)

prm(l—pm)” o .
The average cost is still given by (3) but Cl,; takes on a dif-

ferent value. In this case, all m quanta are transmitted together.

Given that the packet transmission fails (i.e., one or more of the

quanta is/are discarded), the probability that it fails at node y is
m(y—1 m

p_yl_—L:m—p_)_ Note that the packet must be successfully trans-

mitted from node 1 to node (y — 1) and then discarded at node

y. Let C(y) be the associated average cost, we have

n
pm(y~1) 1— pm
Crait = Z 1 _;nm ")

y=1

C(y)- ®)

If the transmission fails at the yth node, at least one and at
most m quanta are discarded. Let z be the number of discarded
quanta and hence m — z quanta can be successfully transmit-
ted. Each of the transmitted and discarded quanta costs respec-
tively y and y — 1 units of resources. Thus, the resultant cost is
(m — z)y+2z(y — 1) = my — 2. As any z of the m quanta may
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be discarded at node y, we have

m (TZ )pm‘z(l—p)z(

Cly) = - my — z)
1_

where (7" )p™~*(1 — p)*/(1 — p™) is the probability that 2
quanta are discarded given that at least one quantum is lost. The
detailed derivation of (9) is given in Appendix 4.

Combining (8) and (9), we have

=L pmu=D (1 — m(l—
Ctail = Zp p ") [my— T(_p—mp)]
m [np(n+1)m _ pnm+1 — np™™ -I-p] 10
(1—pmm) (1 —p™)

The detailed derivation of (10) is given in Appendix 5.
The average cost C can then be calculated by using (3) to
obtain the following expression:

oo (L)) fmne O =gt -t )
BRVEE (1 —prm) (1 —p™)
+nm

m [np(n—}—l)m _ pnm-l—l _ npnm 4 p]

= + nm
pnm (1 _ pm)
1 — pnm

_mp(l—p"") (11

pnm (1 _ pm)

Finding 3: Under the same assumptions as stated in Find-
ing 1, the average cost of the ideal case is %%_—I;}L)).

In the ideal case, as each quantum is transmitted indepen-
dently, we can treat each quantum as a separate packet. The av-
erage cost of transmitting a quantum can be found by setting
m = 1in (3). Having found the average cost of transmitting
one quantum, we can calculate the average cost of transmitting

m quanta by multiplying by m:

0= (1) Con 1.
pn

Combining expressions (6) and (12), we obtain the expression
for the average cost C as follows:
+ n]

o[z

m {(n— Dp™tt —np"+p

(12)

(n—1)p"™ —np™+p
(1-p)(1-p")

=

C

il

p*(1-p)
_ mp(1-p")
- op(l-p) 4

Finding 4 (Two equivalence phenomena): If the loss prob-
ability is small such that the second and higher order terms

can be ignored, both the cut-through and store-and-forward ap-
(1-9)
(Tnma)’

proaches produce the same average cost of recalling

thatg=1—p.
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Substituting p = 1 — ¢ into (7) and (11) and ignoring the
second and higher order terms, we obtain respectively for the
cut-through approach

o_mi-g-(0-g"

1-9"q
oml-g-(-ng] (A-—gnm
G-mma)g (Q-nmg OO
and for the store-and-forward approach
_m(l-g1-(1-¢"™]
R VR L i e
_m(l-gq) [1—(L-nmg)] (1-qnm
¥ Uoamg L= (= mg)] ~ (1 —nmg)

That is, the average costs are the same (under the assump-
tion of ignoring the higher order terms) and depend on n X m,
the minimum possible cost of transferring the quantum packet
through a lossless network. To summarize, if the loss probabil-
ity is very small (which is likely to be valid in future networks)
and the independent loss model is assumed, we have two inter-
esting equivalence phenomena in terms of the network cost:

e Equivalence Phenomenon I: Transporting loss-sensitive
quantum packets by means of the cut-through and store-
and-forward approaches produces the same average cost?
(provided that second and higher order terms are ig-
nored). This indicates that although the cut-through and
store-and-forward approaches are based on two different
forwarding principles, they are equivalent from the point
of view of consuming network resources under certain sit-
uations.

¢ Equivalence Phenomenon II: For both the cut-through
and store-and-forward approaches, transporting m quanta
through 7 nodes is equivalent to transporting n quanta
through m nodes because the average cost depends on
n x m (e.g, 3 X 5 = 5 x 3). This indicates that trans-
ferring a packet to a more distant destination is as costly as
sending a longer packet.

For completeness, we have also computed the first order ap-
proximation for the ideal case and all the second order approx-
imations as shown in Table 3 in comparison with the exact ex-
pressions. The first order approximations for different schemes
are included in Figs. 13 and 14 as well.

In the above calculations, we assume that m is the same for
all cases. In practice, m depends on the length of the higher
layer message M and the packetization parameters (i.e., m =

[—é\g%] as discussed previously). In the following analysis,
we assume that the parameters for each case are as follows:
Casel: t =8, a=4, h =b =0, and hence m = (%]
(i.e., similar to AALS).
Case2: t =8, h=a=>b=0,and hence m = [2L18].
Case3: h=t=4, a=06, b= 2, and hence m = {%ﬂ
(i.e., similar to AAL3/4).
Fig. 12 illustrates the value of m for different cases when M
is varied. The staircase curve is due to the ceiling operation. We

?Note that the two average costs are not exactly the same but it is found that
the difference occurs in the higher order terms.

323

Table 3. Values of C and m for different cases.
C

Case 2nd order m

approximation

Q Aq{l _n ;lﬁ:!nm

Exact 1st order

expression approximation

1 mp!l—p”? [ |'M+8~|
pmi-p)  (-mmq) [lﬂmﬁ ’ﬂ(f’”’*_l)qz} 48
2
i (’!’”;1,)4}
5 mp(l—p"”‘) (1-q)mm (l q{l 2 i [M-Hﬂ
pmli-p")  (1-nmq) 52

[1 —nmq + rm{rm — I)qz}[l _(m- l)q:’
2 2

(- q)[l _n _21-)2}11»1

3 mp(l-p" (l—q)nm "M+81
af]_ 1— _1y,2
pr-p)  (1-ng) {l_anrq(_n 1)q} 44
2
1400
Case
1200 [ g
---—Case2 L
1000 F Tt Case3 L ’
800 F o
E 600 E '.‘x._»'///l/
w0 F
0
0 10000 20000 30000 40000 50000 60000
M (bytes)
Fig. 12. Number of corresponding quanta (m) vs. message size (M).

can see that when the store-and-forward approach is used, the
number of resultant quanta is lowered significantly compared
with the cut-through forwarding method. Moreover, due to the
additional overhead, m for Case 3 is the largest.

V. RESULTS AND DISCUSSION

In this section, we first apply simulation results to verify the
correctness of our analytical model by setting o and 3 to be
p. Therefore, P(NL) and P(L) equal p and 1 — p, respectively.
In this situation, the probability of transmitting each quantum
is the same regardless of the system state (i.e., independent
loss). Later, we will also simulate the general burst loss model
and present simulation results to evaluate the quantum packet
method for transporting CO and CL traffic.

To validate the two phenomena, we have performed some
simulations using the same m for the three cases. Fig. 13 vali-
dates the Equivalence Phenomenon I. As can be seen, when p is
large, the average costs of the cut-through and store-and-forward
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Fig. 13. Average cost vs. p for different » and m: (a) n = 5, m = 100,
{b) n = 50, m = 100, (¢) n = 5, m = 1,000, and (d) n = 50, m =
1, 000.

approaches are almost the same. In fact, under this situation, the
average costs are very close to the ideal average costs (i.e., those
of Case 3). Fig. 14 validates the Equivalence Phenomenon II. In
the four sub-plots of Fig. 14, n x m are set to be the same and
g is set to a low value (i.e., p is high). It can be seen that the
resultant average costs are almost identical, which agrees with
(14) and (15).

Next, we assume that a message of M bytes is encapsulated
based on the aforementioned packetization parameters (i.e., m
is different in each of the cases). To facilitate the comparison,
we set the base parameters as M =400, n = 10, and p = 0.999.
In the following analysis, we compare the average cost of the
three cases by varying each of the parameters in turn.

As shown in Fig. 15, when M is small (below 400 bytes), the
average costs of Cases 1 and 3 are about the same. The average
cost of Case 2 is the lowest due to the larger payload size (fewer
quanta are required) as compared with the other cases. As M
increases, the average cost of each case increases at a different
rate. For Cases 1 and 2, the larger the value of n is, the more
steeply the average cost increases. Specifically, the average cost
of Case 1 increases more dramatically than that of Case 2. As in-
dicated by expression (13), the average cost of Case 3 increases
approximately linearly as M increases when n and p are con-
stant. It can be seen that the store-and-forward approach can
produce a much lower average cost in some situations. For ex-
ample, when n =40 and M = 12,800, the average cost of Case
2 is only one-twentieth of that of Case 1.

Fig. 16 shows the effect of varying n. As explained earlier,
Case 2 is the best performer when M is small. For larger M,
the average cost of Case 1 is the most sensitive to the increase of
n. The average cost of Case 2 increases less dramatically. The
average cost of Case 3 is the least sensitive to the increase of n.

Fig. 17 shows the effect of varying p and M while keeping n
constant. It can be seen that when p is large, the average costs of
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all three cases are similar, particularly when n and M are both
small. The effect of the small payload of Case 3 becomes appar-
ent when p is large, making the average cost the highest among
all the cases. On the other hand, the average cost of Case 2 is the
lowest owing to the largest payload size. When p decreases by
an order of magnitude, the situation is quite different. For Cases
1 and 2, the smaller the value of p, the more steeply the aver-
age cost increases as M increases. However, the average cost of
Case 3 is insensitive to a change in p.

Fig. 18 shows the effect of varying p and n while keeping
M constant. Again, the average costs of Cases 2 and 3 are re-
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spectively the lowest and the highest when p is large. When p
is substantially lowered, the average cost of Case 1 increases
significantly, particularly when n is large. However, the average
costs of Cases 2 and 3 are less affected.

From the above results, we can see that the cost consumption
of the store-and-forward approach is even lower than that of the
ideal case (i.e., Case 3) when n and M are both small and when
p is large. This is due to the larger payload size, which means
that fewer quanta are produced in the former approach. It is in-
teresting to study which combination of these three parameters
leads to Case 2 performing better than Case 3. To do this, we
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Fig. 18. Average cost vs. n for different p: (a) p = 0.99, M = 400, (b)
p =0.9999, M = 400, and (c) p = 0.99999, M = 400.

need to solve the following inequality:

(1—gjnmy _ (1—gq)nmy (16)
(1-nmig) =~ (1-ng)
where m; = % and mgy = Ti_ﬁ

Note that for simplicity we use the first order approximation
equations (see Table 3) to calculate C for Cases 2 and 3. As an
approximation, we skip the ceiling operation for the calculation
of m1 and ms. Therefore, we have

mj ma

T nmg) < 1 —ng) 5

= ng(M — 36) < an

When (17) is satisfied, the store-and-forward approach per-
forms better than the ideal approaches.

After verifying the simulation model against the analytical
model, we can further apply the simulation model to study the
effect when burst loss is considered. As mentioned earlier, 8
is the probability that the current quantum can be successfully
transmitted when the system state is L. Therefore, the smaller
the value of 3, the higher the chance that quanta are lost in a
burst. We set n = 10 and M = 4,000 and vary 3. The cor-
responding « is calculated using expressions (1) and (2) for a
particular 3 and P(NL).

Fig. 19 shows the average cost when we vary § and P(NL).
The average cost of Case 3 is constant irrespective of 5. Since
only the lost quanta are retransmitted, the average cost in Case 3
depends only on P(L) and not on the burstiness. When P(NL)
is small, the average cost of Cases 1 and 2 increases sharply as
B increases. Note that for a quantum packet, losing one quan-
tum is the same as losing all m quanta since in either case it
must be retransmitted. A smaller 5 means that the chance of
losing consecutive quanta of the same packet is higher. How-
ever, to keep P(NL) the same, « is larger. This means fewer
packets lose quanta. Hence, retransmission is less frequent if 3
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Fig. 19. Average cost vs. 3 for different P(NL): (a) P(NL) = 0.99, (b}
P(NL) = 0.999, and (¢} P(NL) = 0.99999.

is smaller. On the other hand, when 3 increases (i.e., the bursti-
ness of loss decreases), quantum dropping spreads across dif-
ferent packets. Therefore, more packets lose quanta and retrans-
mission becomes more frequent. This explains why the average
costs of Cases 1 and 2 are larger as 3 increases. When P(NL)
increases, the average costs of the two cases in general decrease
and increase less sharply as 3 increases. When P(NL) is very
large, the average cost is insensitive to a change in 3. Again, the
average cost of Case 3 is the highest when P(NL) is very large.
It can be seen that the average costs of both of the cut-through
and store-and-forward approaches are smaller in burst-loss sit-
uations than in independent-loss situations. This is because, in
the burst-loss situation, quanta tend to be lost in a burst so fewer
packets are affected. Note that whether a packet loses one or
more quanta, ali the other quanta in the same packet must be
retransmitted. In other words, independent loss in fact produces
a worse result for the same loss ratio. Hence, it is of interest
to study the independent loss model. As shown in Fig. 20, it
is found that doubling n produces a similar effect as doubling
M when P(NL) is large. In other words, in terms of network
resource consumption and according to the above model, trans-
mitting a longer packet is similar to transmitting a packet across
a larger network. Again this validates the second equivalence
phenomenon.

Although the focus of this paper is on analyzing the consump-
tion of network resources for loss-sensitive (CL) traffic, we have
used simulations to analyze the delay and packet loss of CO and
CL traffic. The simulation model is outlined as follows. We as-
sume that the network has 10 nodes (i.e., 11 links) and the speed
of each link is 150 Mbps. There is a buffer in each network node.
The buffer can hold 200 quanta and it is shared by CO and CL
traffic. A sender sends either CO (e.g., voice/video) or CL (e.g.,
data or IP) traffic, which is packetized based on the quantum
packet method. We consider the worst case situation in which all
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Fig. 20. Comparison of average cost when »n and M are varied: (a)
P(NL) = 0.9999, M = 4,000 and {b) P(NL) = 0.9999, n = 10.

packets are transmitted to the last network node. For the follow-
ing analysis, we evaluate the performance of one of the stations
at the first node. The CO traffic comprises quantum packets each
with one quantum, similar to ATM cells. The source model for
CO traffic is based on the widely used bi-state Markov model,
which has mean active and idle durations of 1 and 1.35 seconds,
respectively [25]. In each active period, quanta are generated at
64 kbps. Note that the bi-state Markov model can also be em-
ployed to model video traffic (i.e., using mini-sources) (see [26]
for details). Hence, it is a general CO traffic model. The CL
traffic is transferred by quantum packets with multiple quanta.
As an example, it is assumed that the IP packets for the CL traf-
fic have 1024 bytes. The IP packets are generated at an average
data rate of 200 kbps. The inter-packet arrival times are given
by an exponential distribution. A simple TCP protocol is em-
ployed to retransmit lost packets [27]. Basically, if a sender can-
not receive an acknowledgement within a time-out period, the
packet will be retransmitted. The time-out period is doubled fol-
lowing each retransmission failure. The CO traffic is transferred
using the cut-through mode. Due to the time-sensitive nature of
the CO traffic, it is transferred at a higher priority than the CL
traffic. The CL traffic is transferred using either the cut-through
(i.e., Case 1) or the store-and-forward (i.e., Case 2) approach.

Fig. 21 shows the average packet transfer delay of the CL
traffic when the number of CL and CO stations at each node
is varied. Note that the total number of each type of stations
should be tenfold. From Fig. 21, as expected, the delay for the
cut-through approach is lower when there are a small number
of stations. However, in general, the difference between the cut-
through and store-and-forward approaches is not large. When
there are more stations, the delay for the cut-through approach
increases dramatically because it generates much unnecessary
traffic. Recall that in the cut-through approach, if a quantum is
discarded, the network still needs to transfer other quanta of the
same packet. This generates unnecessary traffic in the network,
thus increasing the overall average transfer delay. On the other
hand, the store-and-forward is relatively less affected because
incomplete packets are discarded in order to minimize unneces-
sary traffic.

Fig. 22 shows the packet loss ratio for the CL traffic for the
two approaches. It can be seen clearly that the cut-through ap-
proach gives a higher packet loss ratio because much unnec-
essary traffic is generated thus making the buffers more con-
gested. In other words, while quanta can be transferred faster,
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the network nodes need to handle more quanta, particularly
when there are more stations.

Fig. 23 confirms that the average transfer delay for CO traffic
remains almost constant because it can be transferred at a higher
priority. This demonstrates the desirable result that the spare ca-
pacity can be used to transfer loss-sensitive CL traffic (e.g., IP
packets) without affecting the performance of the time-sensitive
CO (e.g., voice and video) traffic.

In summary, this analysis compares the cut-through and store-
and-forward approaches. The results reflect the traffic load and
buffering cost at the network nodes. Specifically, if the network
cost is high, it means that the network nodes handle more pack-
ets (i.e., higher traffic load). Furthermore, if the delay is high,
it means that the network nodes buffer the packets for a longer
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Fig. 23. Average packet transfer delay for CO traffic.

time (i.e., larger buffering cost). Obviously, the cut-through ap-
proach is well-suited for transporting time-sensitive traffic be-
cause quanta can be transferred as quickly as possible and it
is not necessary to retransmit lost quanta. In the case of loss-
sensitive (CL) traffic, when there are a small number of stations,
the cut-through approach can produce a lower transfer delay but
the difference is generally not very significant as compared to
the store-and-forward approach. However, when there are more
stations, the average transfer delay for the cut-through approach
increases dramatically because much unnecessary traffic is gen-
erated. In other words, although quanta are transferred faster and
the buffering cost is lower, more quanta must be processed. In
general, the store-and-forward approach is preferred for CL traf-
fic and in some situations can produce significant network cost
savings. In particular, when n and M are small or when p or
P(NL) is large, the average cost of the store-and-forward ap-
proach is the lowest of the three cases. The store-and-forward
approach is also generally better where quanta are lost in a burst.
When the network loss is very small, however, both the cut-
through and store-and-forward approaches have a similar net-
work cost. While the store-and-forward approach results in a
slightly higher transfer delay when there are a small number of
stations, it can produce a significantly lower transfer delay when
there are more stations. This is because incomplete packets can
be discarded rather than transferred. In other words, although
the store-and-forward approach requires more buffer spaces to
hold the packets, the traffic load to be handled can actually be
lower. With advances in router technologies, it should now be
cost-effective to build high-speed store-and-forward routers, in-
cluding those with VC-merging/type-merging functions (see for
example [16] and [28] and other papers in that special issue).
Furthermore, this analysis demonstrates the need to develop a
unified packetization method (i.e., the proposed quantum packet
mechanism) for CO (cut-through) traffic and CL (store-and-
forward) traffic.
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VI. CONCLUSION

We have proposed a novel quantum packet method for sup-
porting various types of traffic over the next-generation network
called ISDN3. The method provides frame/datagram-like ser-
vices while enabling cell-based multiplexing. Quantum pack-
ets are created by a quantumization process, which can be
viewed as an extended or generalized AAL process. However,
unlike ATM, which employs a connection-oriented framework,
the proposed quantumization process is more flexible and ex-
tensible. It can be employed to support MPLS, ATM and ac-
tive network traffic based on a general packetization framework,
thus enabling the network to provide a wide range of services
in an integrated manner. The framework can also be extended
to satisfy future packetization needs. We have presented a the-
oretical analysis that compares the network cost when loss-
sensitive quantum packets are forwarded using three schemes:
cut-through, store-and-forward, and ideal. Close form mathe-
matical expressions have been obtained for some situations. An-
alytical and simulation results have been presented to show the
system behavior. Through the mathematical model, we have
discovered two interesting equivalence phenomena for the cut-
through and store-and-forward approaches.
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