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A WWW Images Automatic Annotation Based On
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Abstract

As the rapid development of the Internet, the embedded images in HIML web pages nowadays become
predominant. For its amazing function in describing the content and attracting attention, images become
substantially irportant in web pages. All these images consist a considerable database. What's more, the
semantic meanings of images are well presented by the surrounding text and links. But only a small minority
of these images have precise assigned keyphrases, and manually assigning keyphrases to existing images is
very laborious. Therefore it is highly desirable to automate the keyphrases extraction process. In this paper, we
first introduce WWW image annotation methods, based on low level features, page tags, overall word frequency
and Jocal word frequency. Then we put forward our method of multi-cues integration image annotation. Also,
show multi-cue image annotation methed is more superior than other method through an experiment.
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I . Introduction

With the development of the Internet and the
relevant technologies, and the availability of image
capturing devices such as digital cameras, image
scanners, the usage of images in HTML web pages is
now predominant. These images can enrich the
content of web pages and enable users to get
intuitionist understanding of the content. This large
collection of digital images becomes an important
source from which users can get their target images
with interest. How to get the most relevant results
to the search query becomes an important issue.

In the earlier image retrieval systems, images are
annotated manually by text descriptors. There are
two disadvantages with this approach. The first is a
considerable level of human labor is reguired for
manual annotation. The second is the annotation
inaccuracy due to the subjectivity of human
perception. To overcome these two disadvantages in
text-based retrieval systems, content-based image
retrieval was introduced(1). In CBIR, images are
indexed by their visual features, such as color,
texture, shape. Though many sophisticated
algorithms(2)(31(4] have been designed to describe
color, shape and texture features, these algorithms
cannot adequately model image semantics and have
many limitations when dealing with broad content
images databases.

As to web-based image retrieval systems, the
abundant semantic meanings, such as captions,
summary of images, surrounding text and hyperlink,
give a particular description to the content of
images.

This paper puts forward an automatic annotation
mechanism, based on the surrounding semantic
environment. Taking the localization, global term
frequency and local term frequency into account to
get semantic keyphrases for images.

Il. Approach

In the image retrieval fleld, the results are
general evaluated at the semantic level. It means
that the satisfying results are highly relevant to the
users’ query keywords(not the others) at the
semantic level. Semantic is of great importance to
the performance of image retrieval systems. Recently
content-based image retrieval systems try to reduce
the “semantic gap” between the visual features and
the richness of human semantics, but in general,
there is no direct relation between high-level
concepts(keywords, text descriptors) and low-level
features{color, texture. shape). Therefore, the result
images of CBIR are only visually similar to the

query images, not relevant by semantic.

2.1 Tag
HTMIL, an Text Markup
Language, is the predominant markup language for

initial of Hyper
web pages. It provides a means to describe the
structure of text-based information in a document
links,
paragraphs, lists, and so on and to supplement that

by denoting certain text as headings,
text with interactive forms, embedded images, and
other objects. HTML is written in the form of tags,
HTML can also
the appearance and

surrounded by angle brackets.
describe, to some degree,
semantics of a document, and can include embedded
scripting language code(such as JavaSeript) which
can affect the behavior of web browsers and other
HTML processors.

Cyber text is structured text(5) HTML documents
use TAGs to organize the structure. The content of
several TAGs has semantic relation to the image.
Below in the Table 1, we list some text with
different semantic meanings, ordered by their

importance.
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Table 1. Tag description

Tag Dascription

Filename contains many important cues.
The absolute URL, which has more
information, is more important than the
relative URL. Unfortunately, filenames
usually are abbreviation or irrelevant
description.

Image
Filename

Usually, images have their captions which

Caption .
P are around the images.

In HTML documents, images general have
the ALT tag. It is used to describe content
of images briefly while the images cannot
show up. For example, “ThinkPad T43
AA1" is used to describe the images about
ThinkPad Computers.

ALT

HTML title freauently contains information

HTM. Title about embedded images.

Text of hyperlinks point out tips about

Hyperlink hyperlinks.

Surrounding text maybe has something to
do with images, but the relativity usually
is weak.

Other text

As of the deletion of captions and the big noise of
hyperlinks and other text, these text are determined
by TF-IDF. The rest one will be weighted. Assume
weights as follow, images filename - o, ALT - 1.
HTML title - A, other - §, o { T { A &.

Therefore, weight of some word Wt = o | TA | 6.
Then we get the normalized weight as Eq. 1:

W

Zteﬁ I/[/;Z

‘d is the current document.

Wogs (1, d) =

2.2 TF-IDF

In practice, many images in HTML pages are not
The related text
contents are organized mussily, but as to the whole

described as discussed above.

document, we can still get the key information from

In the field of text
classification, the vector space model is widely used

the disordered structure.

to index text. Text features are tokens in text, so
text can be indicated as feature vector d=(t:, t2, ...,
tn), t; is the corresponding token weight. Feature
selection actually is to select a proper subset T' = {t;,
ta, ... t’} from the feature set T={t, t, ..., ts} (s
C ). In text classification, these statistics are
usually used for feature selection: Term Frequency,
Document Frequency, Term Entropy, MultiZInformation,
Information Gain, Chi2square, Term Strength, Expected
Cross Entropy, Weight of Evidence for Text, Odds
Ratio. This paper mainly uses TF and DF(6)
together for feature selection.

Term Frequency : The term frequency in the
given document is simply the number of times a
given term tk appears in that document. Intuitively,
the more the feature appears, the more it contribute
to the classification. Most original features are low
frequency, so the proper threshold is effective to filter
the low frequency features. The well-proportioned
high frequency features in text is limited in
classification. So, when used in text indexing, TF
generally delete some low frequency features directly
[7, 8).

Document Frequency : (The document frequency
is the number of times a text which contains the
token tk) The document frequency is a measure of
the general importance of the term (obtained by
dividing the number of all documents by the number
of documents containing the term). It assumes that
the low term frequency is not important in
clagsification, or even is noise. If some low term
frequency appears in some certain text, the feature
will be filtered falsely. It has been researched that,
TF together with IDF get the satisfying result in
feature selection.

To put everything in a nut, TF is the number of
times that a word appears in that document. If the
word is very important to that article, it appears
time and again, so it get a high TF weight. But
these words which have high TF weight sometime
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are not keyphrases of that document. For instance,
some words appear frequently in many documents,
so they cannot be distinguished keyphrases for
certain documents. As of these, we use DF to
indicate the feature, and get the IDF (Inverse
Document Frequency) based on DF.

there are many TF-IDF
formulas, we take one universal formula described in
Eq. .2:

For the moment,

1 (t,d)log(N / n,+0.01)
JZ L d)log(N /n,+0.0DF

Wmd/(’,;) =

Wy (t:d) is the weight of t in text d. #(d) is
the term frequency of t in text d. N is the total
number of trained text. ni is the number of times
that t appears in trained text. Denominator is the
normalized factor.

The more bigger the weight of t, the more special
the word is, in practice, we use the words with

biggest weight as keyphrases of that document.

23 S-R

The associative nature of the Web has been
under-exploited so far. In this paper, an extra
feature was added that takes advantage of any
semantic similarity that may exist between linked
web documents.

The concept behind hypertext is that text content
(or other media, in fact) is connected by associations
or 'links” from document to document, forming a
directed graph structure. The associations will
usually (although not always) be based on some
semantic similarity or relevance (of varying
strength) between two documents.

The link structure of web documents is included
by introducing the “Semantic Ratio”(SR) (8) feature.
SR is similar to the TF-IDF feature, in that it is a
frequency ratio. However, the SR of a phrase is
calculated by dividing the number of occurrences of

that phrase in the current document by the number

of times it occurs in all documents directly linked to
that document (i.e. those that are the targets of
hyperlinks in the document). So we can get the
formula described in Eq. 3.

-+ (Eq. 3)

SR(P.D)= Frequency —of -P~in—~D

Frequency — of — P—in—documents —linked —to— D

The reason behind including this feature is based
on the intuition that the content of a web document
is frequently semantically related to its neighbours
(in the context of a graph structure, in other words,
the documents linked to it) and that the subject
(identified by the of the
document is therefore in some way relative to their

matter keyphrases)
contents.

A low SR value ({ 1) indicates that a potential
keyphrase occurs more frequently in the document’s
neighbours than in the document itself. The higher
the SR value, therefore, the more specific the phrase
to this
surroundings. Note that this is different to the

document, relative to its immediate
TF-IDF score as only a subset of the documents are
used to compute it, namely those documents that
from a localized sub graph with paths of length 1
from the original document.

Normally, a web page is semantically relevant to
its linked web pages. Therefore, we can take linking
text as reference to get keyphrases. In this paper,
keyphrases are indicated by the value of SR.

SR is a linking text based parameter to indicate
the importance of a word in original text. Usually,
the content of web page is relevant to that one
which is corresponding to the hyperlinks(specially
hyperlinks that nearby images or in the same
structure). SR algorithm (Eq .4) takes advantage of
this connotative relevancy to extract keyphrases.

frequency(t,d)
Jfrequency(t, link(E)) +1

SR(t,d)=

frequency(t,d) is the frequency of token t in
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current document d.

frequency(t,link(d)) is the frequency of token t in
the sub layers(linked to current document d) of
current document d.

The weight of token t in document d. (Eq. 5) is
indicated on the base of Eq. 4:

W, 0.) -l __
Y., SRty

Denominator is the normalized factor
of the SR distribution in
keyphrases suggests that phrases with extrema SR

Initial analysis
values are more likely to be keyphrases. In other
words, phrases that appear frequently in surrounding
documents (low SR) have high relevance for the
document in question. Also, phrases that occur very
rarely in surrounding documents thigh SR) will also
have high relevance, suggesting that they indicate a
topic that is specific to the current document.

. Multi-cues Integration Annotation

WWW images locate in structural, networking
documents, so the importance of a word can be
indicated by its location, frequency. There are two
patterns for multi-cues integration annotation.

(1) Linear Integration

In this paper, we use the below multi-linear
integration formula Eq. 6 to compute word weight in
documents:

W(t,d) = W,y (1,8 Wy (. d)+r W, (n,d) " (EQ 6)

The importance of token t in document d consists
of three cues’ weight :

TAG weight Wue:9) | TE-IDF weight VKM("E),

SR weight Wsr(t’g), a, B, v are influence of each

weight. After the weight is computed, some (for

instance, 4) are chose to be the annotation

keyphrases to the image.

(2) Tactic Integration

Tactic integration use each cue to select
keyphrases orderly. We generally apply TAG to
narrow the keyphrases range down, then we apply
TP-IDF and SR to filter in candidate set. Fig 1 is

the flow chart of multi-cues tactic integration.

Belong to spacific TAG
{Contained in ALT or caption)

i Satisfy o the thiesholt iratation of TF.IDF, SR } No

@ e

I3, HebRe HeN BY B2 As
Fig 1. Multi-cues tactic integration flow
chart

=N

Discard

TF-IDF threshold limitation can select threshold
according to experiments, or simply order the tokens
and take the first few ones as keyphrases.

IV. Experiments

The multi-cues integration based automatic image
annotation algorithm was then tested on four web
images corpora from online image search engines -
Baidu . Google . MSN Live . Yahoo . These corpora
were chosen because a sufficient number of
docurmments in each site contained annotated
keyphrases in the form of the Meta Keyword HTML
tags and were therefore suitable for empirical tests
on the accuracy of automatic keyphrase extraction.

First a crawler was used to fetch web-page
content and hyperlinks. The WWW structure is a
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directed graph with web-pages as notes and
hyperlinks as borders. So the search progress of the
crawler can be treated as a traverse of a directed
graph. In this search progress, the crawler took the
breadth-first strategy: searched all the hyperlinks in
one web document and then the next layer until the
last layer, This process is described below in Fig 2.
The advantage of breadth-first strategy is that it
can find the most shortest path between two web
documents and lower down the visit frequency to the
same server. Also its disadvantage is it cannot make
a enough dig to deep web documents, or the search
efficiency can be affected by the long time consuming

dig progress.

Anatysis f PagoNote I

{tmege Tex ? Vyperknks

Start web pago

FIFO Queue

——.e.

web page 1 | L welpage n |
[ Pageum ! [ Pawlm [ f mv«m ;

08 2. Crawder 2 Bkt £2 A=
Fig 2. The Crawler Search Process Flow Chart

Then we got the necessary information attached
to images from web-pages content. With these
information and adapting the automatic keyphrase
extraction algorithm discussed in Chapter 2, we can
extract keyphrases to annotate these web images.
This progress can be seen in Fig 3. Next step, we
used an indexer to make an index with the help of
these image annotations. The structure is described
in Fig 3 below.

Tag
Web page

anatyis

Text

Il

AT image
‘| pag 7] TFIOF 1 SR Kyephrase | Annotation

57 idox

JE 3, ¢EA BE
Fig 3. index Module

The indexer then extracted index entries from the
abstract data of these analysed web pages. These
index entries are actually keyphrases filtered by Meta
tag, TF-IDF tag and SR tag. We selected the
accessory Meta tags to the image and adapted
participle program to get participles. Together with
TF-IDF and SR, this multi-cues integration algorithm
(Eq. .6) was then adapted to get keyphrases of the
image. We usually take the first several ones with
high W(t, d)(Eq. .6) as keyphrases, and the average
number of correct keyphrases found in each corpus
was recorded and is presented below in Fig.4.

% B GR Ohdtiwes

Baidu Google

8l 4. TAG, TFIDF, SRzt Multi-cue 7=t
ZEMel i
Fig 4. Comparison of TAG, TF-IDF, SR and
Multi-cues based Annotation
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Fig. 4 shows that the integration of TAG, TF-IDF
and SR feature
multi-cues

improves the success of the
integration annotation algorithm by
between 25% and 60% in these four test corpora.

V. Conclusion and Future Works

The multi~cues integration algorithm shows initial
promise as an indicator of semantic keyphrases of
the web images. The latent semantic automatic
keyphrase extraction that causes the improvement
with the usage of multi-cues is expected to be
preferable. Future work therefore involves :

As the HTML5 or xHtml2 will come out in a few
years, the organization of web information will be
much more semantic. The source code of web pages
will be more compact but with more highly semantic.
So we can get the clear and ordered information we
want from the tags much more easily and effectively.
It will help to improve the accuracy and the
efficiency.

Further analysis of the distribution of SR in
keyphrases shows it is clear that the SR and
TF-IDF features are not independent. Futhermore,
while phrases with low TF-IDF are generally less
likely to be keyphrases. This is not typically the
with SR. Therefore, the

assumption will , in some cases result in a less

case independence
accurate classification.

Experimentation with the SR feature is required
in order to determine if a more suitable feature or
number of features exist. In addition, the SR feature
will be more generalized to take into account more
distant documents than those directly related to the
document in gquestion, perhaps including a
link-weighting or spreading-activation mechanism

for retrieving the documents.
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