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Abstract

In the paper, a new Constraint algorithm is proposed to solve the fan-in problem occurred in the encoding
circuitry of an ADC. The Flash ADC architecture uses a Double-Base Number System(DBNS). The DBNS

has been known to represent the Multidimensional

Logarithmic Number System (MDLNS) used for

implernenting the multiplier accumulator architecture of FIR filter in Digital Signal Processing (D5P)
applications. The authors use the DBNS with the base 2 and 3 in designing ADC encoder circuits, which is
called as Double Base Integer Encoder(DBIE). A symmetric map is analyzed first, and then asymmetric map
is followed to provide addition ready DBNS for DSP circuitry. The simulation results of the DBIE circuits in
6-bit and 8-bit ADC show the effectiveness of the Constraint algorithm with 0.18um CMOS technology. The
DBIE yields faster processing speed compared to the speed of Fat Tree Encoder (FAT) circuits by 17% at

more power consumption by 39%.
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I. Introduction

1. A Double Base Number System (DBNS)

In {1} and [2], a new double-base redundant number
system was proposed with the following number
representation,

k,m

X=Yd;2's8 o)

43
where d,-]-E{O,l}, i€(0,k) and jE(0,m) are
independent integers. A 2-dimensional table will be
used to illustrate the representation scheme. Since i
and j are independent, we can represent any number
as indices in 2 dimensions. The base 2 is on the
x~axis, while the base 3 is represented as the y-axis
as shown Fig. 1. The summation of non-zero squares
is equal to the given number X. In references [1] and
[4], the representation of the Greedy algorithm was
suggested as the name of Near Canonical Double Base
Number Representation (NCDBNR) instead of using
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Canonic Double Base Number Representation (CDBNR)
due to its NP characteristics. Now let's take an
example to show the principle briefly,. A DBNS
representation of X = 41 can be converted to the right
side according to the Greedy algorithm as shown in
Fig 1. More details about DBNS arithmetic operations
can be founded in [1, 2, 4, 5, 6] and [7]}.

1124|832 1,24 ;8|32

W | -

3 =

%[ﬂ

27

Fig. 1. Greedy algorithm and the CDBNR

2. Flash ADC

There were many efforts to design and implement a
fast ADC at low power and chip area consumption in
[11, 12, 13] and [14]. After converting analog signals
into digital signals, a DSP circuit does arithmetic
operations heavily. Therefore, the performance of DSP
circuits are dependent on the capability of real time
processing speed. Thus, we give a new flash ADC
with DBNS to enhance the operation speed of DSP
circuits.

Fig. 2 describes the architecture of a flash ADC
using DBIE to convert analog signal to double base
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integer system. In this architecture, the comparator and
0-1 generator circuits were well discussed in [9]. The
voltage comparator and gain booster block uses TIQ
architecture, which consists of 2° CMOS transistors to
compare the analog input voltage to 2" predetermined
voltages. The voltage comparator is
connected with gain booster transistors to recover the

reference

smoothed rectangular pulse shape resulted from the
voltage comparator characteristics to a sharp pattern.
The output of voltage comparator and gain booster
block is called as thermometer code. After then, the
0-1 generator circuit is wused to convert the
thermometer code to a required code. Thus we focus
on designing the DBIE circuits with the Constraint
algorithm suggested in this paper. The reasons of
suggesting the Constrain algorithm are the following.
First, the DBNS can do the arithmetic operation fast
because the addition
processed by just shifting operation. Second, the DBNS
has the fan-in problem in ADC, even though the
Greedy algorithm may yield more compact code.

and multiplication can be
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Fig. 2. Flash ADC with DBNS

The remainder of this paper is organized as follows.
In Section I, the basic idea of DBNS and the
proposed Constraint algorithm are introduced. Section
Il gives the experimental results of the Constraint
algorithm for 6 and 8 bits ADCs. In Section IV, we
conclude with a summary and future works.

I1. DBNS-Map and Constraint Algorithm

Unlike typical n-bit ADCs, the proposed ADC
architecture provides more outputs than the number of

n-bit, since any number X & (0,2"-— 1) must be
represented by equation (1). In [2], the computational
complexity of canonical representation was high. Thus,
instead of getting CDBNR, the NCDBNR was proposed
in [1, 3]. However, our goal is to find the minimum
number of additions, while
requirements of ADC encoder circuits.

In this section, logical method

satisfying the fan-in

is presented to

calculate the number of bits, and additions based on
the following lemma and other definitions referred in
{1, 2, 4, 6] and [7].

Definition: DBNS-map is a symmetric if numbers of
columns and rows must be equal or greater than by 1.

With every DBNS-map, any number X can be
represented by many combinations of double bases (or
cell). It means finding minimum number of cells is
possible. Assume that DBNS-map has k columns and
m rows. lk—ml=1, is called asymmetric level, where

Iy = positive integer such as 1 <[y < k,m. Let's try
to find lk—ml=1, with Iy =1 or 0 to get symmetric

DBNS-map. Assume X € (0,2" —1) is binary integer

number, thus X< 2", Besides, we always have
33X (0,2 —1) where
k—1,m—1 o
X=2"m+ )] 4y2'< 2" 2)
i

Thus, 23*< 2" and kIn2+ min3< nln2
If DBNS-map is
equation (2), we give:
k=m< (n In2) /(In2 + In3) 3
If a DBNS-map is asymumetric, then we have

symmetric, then k=m. From

k:m_l07 or m:k—zo

Assume that l; = &k or m as maximum asymmetric of

k
DBNS-map, then m= 5 or m = 2k. Substitute m

into equation (3), then we obtain

k<nin2/ {In2 + 1/2 » (in3)) or k >n In2 /
{In2 + 2 In3) 4)
%{n_oder to obtain symmetric DBNS-map, we should refer
in
nin2 nin2
N2+ 2In3° 1 ®)
In2+ -2“11‘13

Algorithm to find m and k that give minimum
number of additions under the fan-in limitation in
DBNS-map of 2"-1 numbers

number of bits of ADC - n,
FAN-IN constraint parameter - Ty

Input:

Output: number of columns of DBNS-map - k,
number of rows of DBNS-map - m,
number of stages of DBInt-Encoder — Syin

PSEUDO algorithm:

Procedure DBIE_Architechture(n)

1. Calculate ki, and ky,y from (5).
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2. Find number of stages s responding with every pair
(kg my), where kg and my € (kyins Emax)-

3. With each of s, check whether S is minimum.

4. If § is minimum, return Sy, m and k; else jump
to step 2.

At the 2™ and 3" step, we must find the minimum
number of stages s corresponding to number of rows
and columns. We knew that number
X<(0,2" —1) as the following formula

X=2"3"+ 273"+ ... + 23"
where: 1) # 4,5 ... # i, with i,< m,a= 1.8 and
J1# Ja = o Js with Gp< k,B=1..s

In order to find the minimum number of stages,
the minimum distance in graph theory is applied.
Supposed that graph G is generated by nodes in 5.
Every number X= 2°3'+ 237+ ...+ 23" can be
represented by sub-graph lines (connected path) in G,
and every addition terms are connections between two
adjoining nodes.

Let's call 5,58

representing every 2-integer number X. So, every S

»8, as subset of

subset will give the set of 2-integers in the following:
5= {2°3°,2'3°,2%",2'3", ..., 29/, ..., 23"}
with number of elements of set 5, is k*m.

Let’s assume that the maximum fan-in of every gate
is usually 4, and apply this assumption to the graph
(. Then maximum degree of every node in G will be
4. However, every X is represented by 2-integer in
DBNS will be each of distinguishable sub-graph
line in the graph G. Use the handshaking lemma of
graph theory in [8]. Therefore, equation (6) is given
by

n*(k*m)*s= 2%m, (6)
where m, is the number of edges. Note that the graph
G must include all connected paths are represented by
number X € (0,2" — 1), thus m, > 2°. Substitute M,
in (6), we obtain:

ng* (K*m)*s= 2%2"

gnt1

§> —Fo—
or nk*m

Algorithm to find number of stages and the
representation of 2-integer number
Input: number of bits of ADC - n,

number of columns - k, number of rows - m.

Output: number of stages of DBIE - s.

PSEUDO algorithm:

Procedure Find_DBInt_Stages(n, k, m)
2n +1

1. Calculate Spem,™= 0 (m)

2. Naming set V as consisting of integer number
X<(0,2"-1). Find V'= V- {X;€ set S}.

3. For every number of stage i (i< S,,), find

set U= {Xj has (i—1) additions and every term €

set G} V=V -U.

4. I V" is empty, stop and return Sy, = i. Else

increase ¢ by 1 and jump in step 3.

From both algorithms, the author can get results,
which sufficiently satisfy the proposed requirements
with symmetric DBNS-map definition. However, the
above algorithms didn't the problem of
reducing two contiguous cells by rules 3 and 4 in
{2, or row and column reduction in {7] to
decrease number of additions. With this symmetric
DBNS-map, the Constraint algorithm can’t yield
Addition Ready DBNS(ARDBNS). The ARDBNS
means there are not consecutive squares (cells) in
the DBNS-map, since the consecutive squares can be
reduced into one square by just shifting downward by 1
or right side by 2. If a DSP circuitry needs ARDBNS,
the DBNS-map must be asymmetric. Thus, the numbers
of encoder output increase more.

solve

To solve this problem, we should append columns or
rows from the previously defined symmetric DBNS-map
to asymmetric DBNS-map to represent all numbers in
(0,2 —1). 1t is rather simple to know that the
maximnum number of column in asymmetric DBNS-map
will not be greater than n-bit ADC. The following
pseudo algorithm will describe to find asymmetric
DBNS-map.

PSEUDO algorithm:

Procedure Find_Asym DBIFE

1. Find number of rows and stages of Asymmetric
DBNS~map from symmetric DBNS-map

2. Set v
Xe(0,2"—1). Find V'= V- {X,E€ set S}.

3. For every number of stage i (4 < number of
stages of Asymmetric DBNS-map), set U= {XJ

consists of integer number

has (i—1) additions, every term € set S; and
sum of terms is not € set S}. V= V'~ U.

4 I V” is empty or ¢ = number of stages of
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Asymmetric DBNS-map, stop and exit. Else increase ¢
by 1 and jump in step 3.

The goal double
representation of X, and number of additions. The
order of algorithm can take O(2") after step 2, and O
(n*log(n)) for 2 steps 3™ and 4. The order of

of algorithm gets the integer

algorithm is 0(2") in general, where 2" is number of
DBNS represented integers. The Constrain algorithm
gives better results for representing number X in
CDBNR, although it is slow as comparing with the
Greedy algorithm referred in [1, 2] and [4][16].

To check accuracy of above algorithms, we implemented
these algorithms with n = 6 and 8 and show the
result in next Section.

DBIE Results

Appling above procedures with 63 numbers(X) from
1 to (2°-1), we get 4x4 DNBS-map, and the maximum
number of additions is 2 in symmetric case, while
getting 4x6 DBNS-map of asymmetric case with the
same number of addition. However, the Greed
algorithm in [1] and [4] shows 3 times addition when
the input is 53;y. Due to the increasing the input
terms, the asymmetric map provided less fan-in
problem, even though it needs more chip area and
output pins. For example, twelve cases among 63
inputs are required 2 additions in symmetric map,
which mean 3 operands (or 3 cells are used in
DBNS-map). But, the asymmetric map can process 5
inputs as 2 additions. As shown in table 1, the number
of fan-in of DBIE circuits must satisfy electrical
design requirements. However, the Greedy algorithm

approach can’t meet the requirement of fan-in
limitation..
To prove the effectiveness of the Constraint

algorithm, the DBIE circuits were designed with the
minimum transistor size. The simulation was done by
H-spice software. From the simulation results, it is
possible that the designed circuit worked properly. In
designing DBIE circuit, the 0.18um CMOS technology
is used. The output wave forms of the 6-bit DBIE are
shown in Figure 3a and 3b. The figure 3a is the case
of symmetric map, while the figure 3b is the case of
asymmetric map. As mentioned already, the symmetric
map requires only 13 output pins, while the
asymmetric map needs 16 output pins. The first rows
in each figures indicates the input number form 1 to

63. The left side indicates number 1, and right side
means number 63. The correctness of the Constraint
algorithm can be verified from the figure 3. For
example, the number 3219 can be converted to
2°3°42°3" (symmetric) or 2°3° (asymmetric) respectively
by the algorithm. Table 2 is the summary of timing
information between the input and output waveform for
the Constrain algorithm in n8 unit. From the table, the
asymmetric algorithin shows better performance than
the symmetric case in speed by 23,9%.

Table 1. The fan-in numbers

Greedy Constrain Symmetric | Constrain Asymmetric
Cell Fan IN Cell Fan IN Cell Fan IN
54 10 54 10 54 9

48 5
36 18 36 i1 36 11

32 6
27 9 27 12 27 6
24 3 24 10 24 3
18 6 18 7 18 6

16 4
12 11 12 8 12 5
9 7 9 8 9 7
8 4 8 10 8 5
6 8 6 7 6 5
4 14 4 10 4 9
3 7 3 8 3 11
2 10 2 12 2 11
1 21 1 iz 1 12

Table 2. Timing information (unit: ns)

defay | rsing | falling | high fow period

Input 0.05 0.05 0.175 | 0.125 0.4

Symun
Output | 0.171 0.09 0.082 0.09 0.114 0.376

Input .05 0.05 0.175 | 0.125 04

Output 0.13 0.087 | 0063 | 0.127 | 0.096 | 0373
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ADC 8 bits. All comparative results of Double Base
Integer and FAT encoder are shown in table 3. The
in ADC when
embedding DSP circuitry into SoC architecture.

DBIE circuits are more efficient

b. Output waveforms asymmetric map

Fig. 3 H~-spice output waveforms of constraint algorithm

In addition, the DBIE circuits improve the encoding
speed by 16.64% in case of 6 bits, and by 15.89% in
case of 8 bits respectively compared with the Fat Tree
Encoders. The results of the FAT Encoder are
simulated according to the reference [10]. Besides, it
will be easy to layout the DBIE circuits because the
numbers of transistors were less than the Fat Tree
encoders about 17.45% for ADC 6 bits and 8.86% for

Table 3. Hspice results with 0.18um CMOS.
HSpice results is simulated by technology of CMOS 0.18um
ADC 8bits 6bits

Asymmetric Asymmetric
encoder DBIE FAT DBIE FAT
max speed
(Ghz) 5.26 454 6.66 571
no. of
transistor 234 2432 424 498
max power
(mW) 26.05 18.11 17.26 12.44
output bits 27 8 16 6

I11I. Conclusions

In this paper, a new algorithm called Constraint
algorithm was presented to design Double Base Integer
Encoder for TIQ based ADC. With the Constraint
algorithm, it was possible to design fast ADC, because
the algorithm reduced addition stages in DSP. Of
course, the direct comparison between two algorithms
of Greedy and Constraint may be unreasonable, since
the Greedy algorithm was not developed for encoder
circuits. In this paper, the comparison is just to show
that the Greedy’s approach of minimum representation
is not appropriate in ADC design. More important
design factors are power consumption and speed now.
The new circuits took more power consumption by
26.64% in 8 bits, and 29.26% in 6 bits. This drawback
results from the increasing of input number of each
logic gate, and the gate’s switching speed[15]. This
problem will be researched next by considering more
parameters that reduce switching frequency. To
improve this algorithm later, we can apply the depth
first search with some parameters to find more
effective double base number system. Furthermore,
applying asynchronous digital circuit design for fast
processing will be next goal to detect and correct
when errors occur in the front stages. Finally, new
DSP arithmetic circuits, which support the DBNS
arithmetic operation, will be merged into ADC circuits
as future research.
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