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Performance of Distributed MISO Systems Using
Cooperative Transmission with Antenna Selection

Jonghyun Park, Jaewon Kim, and Wonjin Sung

Abstract: Performance of downlink transmission strategies exploit-
ing cooperative transmit diversity is investigated for distributed
multiple-input single-output (MISO) systems, for which geograph-
ically distributed remote antennas (RA) in a cell can either com-
municate with distinct mobile stations (MS) or cooperate for a
common MS. Statistical characteristics in terms of the signal-to-
interference-plus-noise ratio (SINR) and the achievable capacity
are analyzed for both cooperative and non-cooperative transmis-
sion schemes, and the preferred mode of operation for given chan-
nel conditions is presented using the analysis result. In particular,
we determine an exact amount of the maximum achievable gain in
capacity when RAs for signal transmission are selected based on
the instantaneous channel condition, by deriving a general expres-
sion for the SINR of such antenna selection based transmission. For
important special cases of selecting a single RA for non-cooperative
transmission and selecting two RAs for cooperative transmission
among three RAs surrounding the MS, closed-form formulas are
presented for the SINR and capacity distributions.

Index Terms: Antenna selection, capacity, cooperative transmis-

sion, distributed multiple-input multiple-output (MIMOQO), fading
channels, transmit diversity.

I. INTRODUCTION

There has been a growing interest in using cooperative trans-
mission (CT) in wireless systems due to its effectiveness of in-
troducing spatial diversity. Such network coordination has been
demonstrated to provide an increased capacity for various types
of wireless cellular systems [1]-[4], including code division
multiple access cellular [5]-[9] and sensor networks [10]. CT
can be especially useful in reducing the outage probability of the
system by enhancing the signal-to-interference-plus-noise ratio
(SINR) of mobile stations (MS) which are marginally covered
by a single remote antenna (RA). As one of efficient means to
implement CT, systems utilizing distributed antennas have been
investigated in [11]-[18]. Unlike systems employing user co-
operation diversity [19]—-[21], distributed antenna systems have
multiple RAs which are wireline connected to each base station
(BS), thus requiring no additional radio resources for relaying.

When each RA uses the same amount of power for trans-
mission, CT always exhibits improved SINR performance over
non-cooperative transmission (NCT) regardless of channel con-
ditions [22], [23]. For the overall system capacity enhance-
- ment, however, CT needs to be performed selectively due to
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its duplicated usage of the spectrum resources, i.e., utilization
of two RAs is justified only when the average capacity per ra-
dio unit exceeds the NCT capacity. Thus, an effective transmis-
sion strategy exploiting cooperative transmit diversity is desired
to achieve the system capacity improvement. More specifically,
for the MS located close to a certain RA, NCT can be a prefer-
able mode of operation, whereas for the MS near the coverage
boundary among RAs, CT can provide an increased bandwidth
efficiency. This trade-off between the NCT and CT modes has
been analyzed for soft handover techniques [7]-[9] and for the

outage probability reduction [23].
In this work, the performance of distributed antenna transmis-

sion from multiple RAs to a target MS using both cooperative
and non-cooperative modes of operation is investigated, in the
view of capacity maximization. Frequency reuse 1 1s assumed
for the signal transmission from each RA, which either trans-
mits the desired signal to the MS in a non-cooperative manner
or cooperates with another RA for the signal quality enhance-
ment. The remainder of the RAs in the system act as sources of
interference. Cooperation methods in consideration are space-
time block coding (STBC) [24] for open-loop cooperation, and
STBC with channel state information (CSI) available at the
transmitter [25] (referred to as STBC-T), equal gain transmis-
sion (EGT) [26], and maximum ratio transmission (MRT) [27]
for closed-loop cooperations. Using these methods, we deter-
mine the preferred mode of operation for given channel condi-
tions by presenting the statistical characteristics of the received
signal quality as well as the corresponding spectral efficiency,
and also quantify the amount of gain when adaptive transmis-
sion (AT) between the NCT and CT modes 1s performed.

Although such an adaptive operation enhances the transmis-
sion performance, an additional gain is expected if the MS lo-
cated near RA coverage boundaries is served by different RAs
(or different pairs of cooperating RAs) 1n a time-varying man-
ner, via selection of RAs providing the maximum instantaneous
SINR. In this scenario, each RA can either act as a desired sig-
nal source or an interference source at a particular instance,
thus an exact analysis of the maximum SINR involves vari-
ables that are highly correlated. Due to this difficulty, existing
results for the performance analysis of macroscopic diversity
channels either use the independency assumption among com-
ponent variables [28], [29], given correlation measures [30]-
[32], Gaussian approximation for the interference [17], or sim-
ulation results [5].

Main contributions of this paper are the determination of ex-
act distributions for SINR and capacity when RAs for signal
transmission are selected based on instantaneous channel condi-
tions, and corresponding quantification of the performance gain
over conventional transmission methods for both cooperative
and non-cooperative cases. In particular, a general expression
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for the maximum SINR distribution is derived first, which is ap-
plied to obtain closed-form formulas for important special cases.

The organization of the paper is as follows. The system and
signal models as well as parameters used for the numerical
evaluation are described in Section II. Cooperative and non-
cooperative transmission methods and their SINR expressions
are discussed in Section III for both cases with and without
RA selection. Statistical characteristics of various transmission
schemes in consideration are investigated in Section IV, where
the cumulative distribution functions (CDF) for the SINR and
the capacity are presented. In Section V, we compare the de-
rived performance of transmission schemes and quantify the
gain achieved by the RA selection. Finally, conclusions are
given in Section VI,

II. SYSTEM MODEL

Consider a distributed multiple-input single-output (MISO)
system as described in Fig. 1, where the BS is wireline connec-
ted with 7 RAs geographically spread over the cell. A similar
antenna structure is also used in adjacent cells. The RAs trans-
mit signals with equal power over independent channels sharing
the same radio resource, causing interference to each other. As-
suming the total number of active RAs transmitting either de-
sired or undesired signals to a target MS is M, the discrete-time
received signal for the MS is given by

(1)

Mo

= - T; + 2
where z; 1s the transmit signal from RA ¢, h; is independent
and 1dentically distributed complex Gaussian variable with unit
variance representing flat Rayleigh fading, and z is the additive
Gaussian noise with variance o2. Also, d; is the distance be-
tween RA 7 and the MS, and « is the pathloss exponent.

Let us consider L RAs in the center cell which are closest
to the target MS, transmitting signals with significant power to
the MS. While the value of L can range from 1 to 7, a typical
value in consideration is L = 3, as illustrated by RAs 1, 2,
and 3 which surround the MS shown in Fig. 1. Let S denote
the number of RAs among L significant transmission sources,
which cooperate to transmit the desired signal to the target MS.
Thus, S = 1 and 2 represent the NCT and CT, respectively. For
the nth combination out of (é) ,let D,, and Z,, denote the sets of
indices representing the RAs transmitting the desired signal and
the interference signal, respectively. Note the cardinalities of D,,
and Z,, are S and L — S, respectively. Using this notation, the
received signal can be rewritten as

A
=T
-
”~ —

M
hy
/o
k=L+1 dk
Undesired interference

M . :
where I = z + ) .~ ;. haxi/+/dS is the sum of the noise
and the M — L interference components. The received power

becomes
Ellyll= ) P+ > Pj+o3

€D, j€ly

h; h;
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Fig. 1. An illustration of a distributed MISO system.

where P, = E,|h;|?/d is the signal power from RA i with
E, = El|z;[?], and 0} = E[|I]?] = 02 + Es 314, 4™
We also define the average received power from RA 7 as \; =
E[P;] = Es/d¢, i = 1,---, M. For all numerical performance
evaluations, a 7-cell structure with M = 49 RAs is used, and the
shortest distance between two RAs, e.g., between RA 1 and RA
2 is set to be 500 m. The pathloss exponent value of @ = 3.76
suggested in [33] 1s used unless otherwise stated. The average
transmit power is set to be E, =[E[|z;|?] = 43 dBm, and the av-
erage noise power is o2 = —104 dBm, corresponding to 10 MHz
transmission bandwidth. Perfect measurement of the CSI at the
receiver is assumed as well as the accurate knowledge of CSI at
the transmitter for the closed-loop operation of CT.

III. TRANSMISSION STRATEGIES
A. Without RA Selection

For transmission without RA selection, we assume the RAs
transmitting the desired signal are determined based on the aver-
age received power ;s and are not changed based on the instan-
taneous channel condition. Therefore, the RA corresponding to
the largest value of \; is the desired transmission source for the
NCT mode, and the two RAs corresponding to the largest and
second-largest A\;s are the desired transmission sources for the
CT mode. Transmission characteristics are presented and com-
pared for the case of L = 3. Without loss of generality, we as-
sume A1 > Ay > A3. Generalization to L > 3 cases is straight-
forward and is not included here. As will be shown, analysis
based on L = 3 RAs surrounding the MS is sufficiently accu-
rate.

A.1 Non-Cooperative Transmission

In conventional non-cooperative mode, transmission of the
desired signal is performed by a single RA. For the MS com-
municating with RA 1, the SINR expression is given as

Py
P2+P3-|-'U%.

4)

Yner —

The SINR becomes higher as the MS approaches to RA 1, and
NCT 1s the preferred mode of transmission when the received
power from a specific RA is dominant.
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A.2 Cooperative Transmission

Cooperation among RAs can be performed in either open-
loop or closed-loop operations depending on the availability of

the CSI. For the open-loop operation, STBC is considered, fol-

lowed by STBC-T, EGT, and MRT for the closed-loop oper-
ation. Except the STBC with constant power allocation, other
transmission schemes require some information of the channel
at the transmitter as described below.

STBC: Alamouti’s STBC for two transmit antennas and one
receive antenna [24] can be applied for the CT from two RAs.
The received signal vector y = [yr yg+1] Over two consecu-
tive symbol periods over the MISO channel g = g1 92] =
[h1/ \/F ha/ \/d_a is expressed as y = gX + I, for which X is

the space-time codeword matrix and I= [I e 1 k+1] 1s the unde~
sired interference vector with E[|7x|?] = E[|Ix41]?] = Ps + 02,
The instantaneous SINR of the STBC for distributed MISO sys-
tems can be determined as [34], [35]

P+ P

B ol (5)

’YSTBC —

STBC-T: The performance of STBC transmission can be im-
proved by multiplying the channel conjugate vector to the trans-
mission symbols when the channel information is available at
the transmutter [25]. The received signal vector for STBC-T is
written as y = gWste.TX + I, where Wergeor 1S the diago-

nal weighting matrix whose diagonal elements are respectively

v2g:/1lg|l and v/2g5/)|g||. The SINR expression can be deter-
mined in a similar manner to the STBC case [34] as

2(P? + P%)
(P14 P2)(P3 +0%)

(6)

Ysrer —

EGT: By coherently adjusting the phases of the transmission
signals using weighting vector wegt = (g} /|g1| 95 /]g2|]* with
constant power allocation among RAs [26], the received signal
for the EGT mode becomes y = gwggre + I, where x is the
common transmission symbol from RA 1 and RA 2, and I is
the interference component with its average power E[|I|?] =
P; + 0. The SINR for EGT is

VP + V)

Pg—{—O‘%

Yeor = (7)

- MRT: For maximization of the receiver SINR, weighting
vector warr = [V2g7/llgll v2¢%/||gl|]* matched to chan-
nel g 1s multiplied to the common transmission symbol x from
RA 1 and RA 2. The received signal in this case is written as
y = gwymrre + 1. The SINR for MRT in distributed MISO sys-
tems can be similarly determined as the SINR for conventional
MRT in [27] as
2(P1 -+ Pg)

Ps+o % .

Yvrr = (8)

We observe 3 dB SINR gain of MRT over STBC from the
relation v, = 2V NOte STBC-T and MRT allocate differ-
ent power levels to different antennas based on instantaneous
channel conditions, thus appropriate transmit power adjustment
capability 1s needed for the system.
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Fig. 2. Comparison of effective SINR values among the transmission sc-
hemes for varying locations of the target MS from RA 1 (normalized
distance 0) to the center point among RAs 1, 2, and 3 (normalized
distance 1).

The SINR of five different transmission modes are plotted
and compared using the static channel condition h; = 1 in
Fig. 2, where the horizontal axis represents the location of the
MS which moves along the straight line connecting RA 1 (de-
noted as normalized distance of 0) and the center point among
RAs 1, 2, and 3 (denoted as normalized distance of 1). RA 1 1s
the desired signal source for NCT. Also, RAs 1 and 2 are the
desired signal sources for CT modes. As the normalized dis-
tance increases from O to 1, the amount of interference increases
while the desired signal power becomes reduced, thus resulting
in decreasing values of SINR. In terms of SINR, NCT i1s out-
performed by all four CT modes in consideration, among which
the open-loop STBC and closed-loop MRT modes respectively
exhibit the lowest and highest SINR over the entire range of the
normalized distance. The SINR curves for EGT and STBC-T
lie between those for STBC and MRT, and crosses at normal-
ized distance value of 0.68; EGT outperforms STBC-T and ap-
proaches to the MRT performance as the distance increases to
1, while STBC-T outperforms EGT and approaches to the MRT
performance as the distance decreases to 0. For the remainder of
our discussion on cooperation between RAs, we only consider
MRT with the best SINR performance among CT modes, and
define ., = Vyge-

A.3 Adaptive Transmission

Although CT demonstrates higher SINR values than that of
NCT, this does not necessarily imply CT is always the preferred
mode of operation for systems with distributed RAs in terms
of maximizing the overall data rate, since CT consumes twice
the radio resource than NCT does. With the fully loaded traffic,
two RAs can either serve two distinct MSs or one common MS.
Hence the usage of CT is justified when the SINR gain over
NCT is large enough to compensate for the duplicated resource
utilization. We define the capacity for NCT and CT normalized
by the bandwidth and the number of radio units as

CbNCT — 10g2(1 + f)/NCT) )
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and

1
Per = _10g2(1+7c1") (10)

T2
with the unit of [bps/Hz/RA] which represents the bandwidth
efficiency per RA, i.e., the normalization factor of 1/2 is used
for ¢, to account for the utilization of two RAs.

In the adaptive cooperation mode, either NCT or CT is used
among the RAs based on the instantaneous channel condition
so as to maximize the normalized capacity. Thus, NCT is per-

formed when ¢, > ¢, or equivalently

Tner V’YCT—l_]'_]'

and CT 1s performed otherwise. The capacity of AT for a given
channel condition is defined as

| quT — ma‘X(QbNCTv ¢5CT)' (11)

B. With RA Selection

Further capacity improvement is expected when RAs trans-
mitting the desired signal to the target MS are selected based on
the instantaneous channel conditions, not based on the average
received power. This is especially the case for the MS located
near RA coverage boundaries, since the signals from some of
the RAs are transmitted in more favorable channel conditions
than others at certain time periods. Using the notation in Sec-
tion II, the SINR for the MS receiving its desired signal from S
sources out of L significant sources is defined as

Z‘iEDn b
ZjeIn P; + U%

v = (12)

for the nth combination out of (g) 2 N. Let m be the index

satisfying m = argmax{fyf,(f’s)} forl1 < n < N. Then, the
maximum SINR for the transmission with RA selection is de-
noted by

(L,S) — ~(L.S)

max ™"

(13)

B.1 NCT-RAS

RA selection can be performed for all of NCT, CT, and AT
modes. In the case of the NCT mode, an RA transmitting the
desired signal is chosen from L = 3 candidate RAs. The maxi-

mum SINR for non-cooperative transmission with RA selection
(NCT-RAS), denoted as I' . is

FNCT :I‘(B,l)

max

P Py Ps
= max 5 R 5 ¢ (14)
Po+Ps+o; P3s+Pi+o7 Pi+Py+ o3

and the corresponding normalized capacity is determined as
Py = 10g2(1 + FNCT) (15)

which represents the maximum achievable bandwidth efficiency
when NCT-RAS is used.
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B.2 CT-RAS

In the CT mode, three options exist for the selection of
two cooperating RAs from three RAs with significant received
power at the MS. By denoting the maximum SINR for coopera-
tive transmission with RA selection (CI-RAS) as I' .., we have

r. =2orié?2

max

— max 2(P1+P2) 2(P2—|—P3) 2(P3—|-P1)}(16)
P3+O'% P1+J% ’ P2+O'_%

where the multiplication factor of 2 represents the SINR gain of
MRT as identified in (8). The normalized capacity for this case
1s expressed as
1.
Q=3 logZ(l + FCT)'

5 (17)

B.3 AT-RAS

Transmission can be performed adaptively between NCT and
CT while favorable RAs are selected at the same time. By com-
paring capacity values ®,.. and ®_., either NCT-RAS or CT-
RAS is performed to achieve the maximum efficiency for the
given channel condition. The capacity expression for adaptive
transmission with RA selection (AT-RAS) 1s given by

¢

AT ma‘X((I)NCT7 (I)CT)‘

IV. SINR AND CAPACITY DISTRIBUTIONS

Derivation procedures to obtain the CDFs of SINR and capac-
ity are presented, which are applicable to any statistical channel

‘models: For the Rayleigh fading channel model in considera-

tion, we further provide closed-form expressions of CDFs. The
received signal powers P, P, and P; over the Rayleigh fad-
ing channel are independent exponential random variables with
respective means Aj, A2, and A3 with the probability density
function (pdf) given by

L.-%

.fpi(p) — )\-8

forp > 0, and fp,(p) = 0 otherwise. Also, the pdf of the sum
of two independent exponential random variables, e.g., I, + Pj,
1s determined as [36]

(18)

-p_e_* ,

2 if A =X =\
T——l——)\j (B—Xp’; —E_A_j), lf)\% 7é )\j

>3

fP¢+Pj (p) = {

(19)
forp > 0, and fp,4p,(p) = 0 otherwise.

A. SINR Distributions: Without RA Selection

Since v, In (4) 1s the ratio of random variables, the pdf of
Yur Can be obtained by the transformation rule in [37, p. 141]
as

fro () = / foprireor (0 @)lalds. (20)

Due to the statistical independence among P;, P», and P, the
pdf of v,., becomes

P = | G renla—oDads @)
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where the integration interval of ¢ is determined from the range

for which fp,1p,(q — 07) is not zero. The CDF of ~,, is then
obtained as

:
Py = [ fya(r)dr
/ / f-Pl Tq d?" fP2+P3 (q - O'?)(]dq

Y4
— /2 ( : fp (¢ )dt) fr+p (g — U%)dq

I
2

6_71_)\2

_1_
(A1 +7A2) (M1 + vA3)

(22)

for v > 0, and F,},NCT (7v) = 0 otherwise.

By following the similar procedure, the CDF of ., is derived
as

o0 2vq
Fa0= [ ( fp1+p2(t)dt) Fou(a — o2)da

2
I

4 2

4o (Mot + Mi(2Xs + 02y + A2)
(21 + vA3)? |
if A\ =X = A
= < ’)’O’I ’Y‘72
- 2 e 231 )\ ¢ 22Xz )\2
(A1 —22) ) @A +7A3) @+ |
\ if \; # A;

(23)

fory > 0, and F,_ () = 0 otherwise.

B. SINR Distributions: With RA Selection

We deﬁn@ Un =Y iep, Prand V, £ ZjeIn P; + o2, which
are respectively the numerator and denominator in (12). Since
Uy and V,, are the sums of independent random variables, the
corresponding pdfs are obtained using generalized convolution

integrals
= 1] / fp.(pi)dp; (24)
1€D,

and
= 11 / fe; (p)dp; (25)
i€z,

where [a;, b;] for i € D,, denotes the range of integration vari-

ables satisfying » ;. p; = u, and [a;, b;] for j € Z,, denotes

the range of integration variables satisfying } |7 p; +0? =,
Let us assume the nth combination of the RAs produces the

maximum SINR, 1.e., m = n. By using the notation of the de-

scending ordered variables Py > Py 2 -+ 2 P asin [38],
(L,S)

Yr can be represented as
S
'Y(L’S) _ Un . ZieDn P . qu:l P(z)
T — ' 2 I .
Vo 2jer, Pitor X s Poy ot

Note that the relation P; > FP(g41) holds forall i € D,,. Thus,
the conditional pdf fy, v, (ulv) is equivalent to fy, (u) except
the additional constraint p; > p(g41) over [a;, b;] forall i € D5,
From the relation fy, v, (u,v) = fu, v, (ujv) fy, (v), the joint
pdf is obtained as

fUn,V U, v) = H/ fp. (r)dps 27)

where [ay, bi] denotes the range of integration variable py satis-
fying the first condition

> pi=u, prraf—fv (28)
1€D,, 1€T,
and the second condition
pi 2 p(s+1) fori € D, (29)

Using the joint pdf in (27), the CDF of %" is given by

Un
Pr{y* <~} = Pr{7 < 7}

o0
:/ Pr{U, <vv,V, =v}dv

2

Yo oy
:/ / fu, v, (u,v)dudv (30)
o7 Y Sp(s+1)

for v > 0, where the integration over u started from Sp(g41) to
satisfy the second condition given in (29). Since the CDF in (30)
is nonnegative, the starting and ending points for the integration
over u should also satisfy the third condition

vy 2> Sp(s)- (31)

The RA combination producing the maximum SINR can be
any of N combinations and such events are disjoint. Thus, the

CDF for I‘I(nfa’;{s) is determined as

ZPY{’Y(L %) <y,m =n}

— Z/ \:[Sp(s+1) fu..va. (u,fu)du] dv (32)

for v > 0 under the three conditions given in (28), (29), and

(31), and F(zs)(77) = 0 otherwise.

The general expression for Fiz,s) (7) in (32) can be applied

to determine the CDF of the maximum SINR when S out of L
RAs perform cooperative transmission over the channels with
known power distributions. For NCT-RAS over the Rayleigh

Frg» () =

fading channel, the expression for the CDF of ', ..(= Fr(faxl))
is determined as
Fr . (v) = Fren (7)
(11— pa(y), fory > 1
.y 1 —pi(y) —pa(v), forl<7<1
1 — pa(y) — p2(y) — ps(y), for0 <y <3
0, otherwise.

\

(33)
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Fig. 3. CDF of the SINR for the MS located at the center point among
RAs 1, 2, and 3.
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Fig. 4. CDF of the average SINR for the MS uniformly distributed over the
geographic coverage of RA 1.

The derivation procedure and definitions of . (-), p2(-), and
ps(-) are glven in Ag)pendlx A. For the case of CT—RAS the

CDFof I, ) is derived as
Fr  (v)=Fpep» (%)
1—;/1(521), for~v > 2
= 1—1/1(%)~1/2(%), for0 <~y <2 (34)

0, otherwise

for which the derivation procedure and definitions of v4(-) and
vo(-) are given in Appendix B.

The CDFs for NCT, CT, NCT-RAS, and CT-RAS respectively
given in (22), (23), (33), and (34) are plotted together in Fig. 3,
for the MS located at the center point among RAs 1, 2, and 3
shown in Fig. 1. For this case, average values of the received
power from three RAs are identical (A\; = Ay = A3). The 7-cell
structure with 49 RAs and the parameters discussed in Section 11
are used for the numerical evaluation. We first observe the SINR
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CDF
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Fig. 5. CDF of the capacity for the MS located at the center point among
RAs 1, 2, and 3.
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Fig. 6. CDF of the average capacity for the MS uniformly distributed over
the geographic coverage of RA 1.

performance gain of CT over NCT, which is approximately 9 dB
without RA selection and 8 dB with RA selection at the median
value. More importantly, we observe both CT and NCT perfor-
mance enhances significantly, i.e., CDF curves shift to the right,
when the RA selection is performed. Various performance quan-
tities can be read from figures. For example, the probability of
experiencing —5 dB SINR or below 1s approximately 60% for
NCT, which decreases to about 3% for CT. When the RA selec-
tion is used, a further reduction of the probability occurs.

SINR distributions from the simulation are also shown in the
figure. The simulated SINR values are obtained from repeated
random generations of the signal from 49 RAs, with the av-
erage received power determined from the cell geometry. It is
observed that all analytic curves are in good agreement with
the simulation results. For the case of maximum SINR with RA
selection, the multiple simulation results are obtained by using
L =3RAs1,2,and3),L =5(RAs 1,2,3,4,and 7 in Fig. 1),
and L = 7 (all 7 RAs in Fig. 1). The results show that select-
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Fig. 7. Ergodic capacity for different transmission schemes at varying
distances from the reference RA.

ing RAs from more than 3 closest ones to the receiver produces
virtually no gain in terms of the maximum SINR. |

Fig. 4 shows the CDF for the MS uniformly located over the
geographical coverage of RA 1, i.e., the MS is closest to RA 1
within the triangle connecting three RAs. The curves in the fig-
ure are obtained from the numerical integration of the CDF for-
mulas, following the similar procedure as described in [32]. As
expected, the figure indicates the gain from using RA selection
is most significant in low SINR regions which corresponds to
RA coverage boundaries. Simulation results for this case are
also in good agreement with the analytic results.

C. Capacity Distributions

The derived SINR distributions can be applied to obtain ca-
pacity distributions by the simple change of variable in CDF
expressions. The CDFs of the normalized capacity for NCT and
CT are respectively determined by |

F¢NCT (n) - F’YNCT (27} o 1) (35)

and
Fy_(n) = F,_(2*" —1). (36)
The CDF of the normalized capacity for AT is obtained as

norn

Fy (n) = /0 /0 Forrber (11, M2) A2 (37)
where fo s (m,7m2) is the joint pdf of ¢, and ¢, which
can be determined using the Jacobian transformation [39] of the
joint pdf fp p, py(p1,P2:p3) = fp,(P1)fpP,(p2) fP,(P3). The
corresponding CDFs of the normalized capacity @, .., @, and
&, . with RA selection can be similarly obtained.

In Fig. 5, the CDFs of the normalized capacity are plotted
for the MS located in the center point among RAs 1, 2, and 3
using the derivation result, which quantify the gain from using
cooperative transmission as well as the gain from performing
the RA selection. At the median value, the CT gain is approx-
imately 0.42 bps/Hz/RA for fixed RAs, and 0.55 bps/Hz/RA

NCT? CT?

0.95 1

50

—bB— RAS gain for NCT
45| | —4— RAS gain for CT
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Fig. 8. Ergodic capacity gain among transmission schemes.
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Fig. 9. Ergodic capacity of NCT and CT with RA selection for different
pathloss exponent values,

for the RA selection. Also, the gain produced by the RA se-
lection is 0.58 bps/Hz/RA for NCT and 0.46 bps/Hz/RA for CT.
Fig. 6 shows the CDFs of the normalized capacity for the MS
uniformly located over the coverage area of RA 1, representing
the cell-average capacity distributions. In this figure, crossing
between the CDFs for NCT and CT can be found, since NCT
outperforms CT in terms of the normalized capacity at locations
with dominating received signal power from a single RA. How-
ever, the capacity obtained from using the RA selection always
exceeds the capacity for fixed RAs. The highest spectral effi-
ciency is achieved by AT-RAS, shown as the rightmost curves
in Figs. 5 and 6.

V. PERFORMANCE EVALUATION

Ergodic capacity for each transmission mode is evaluated and
compared in Fig. 7, where the plotted curves are obtained from
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Fig. 10. Superior regions for NCT and CT maximizing the capacity with
and without RA selection.

the numerical integration using the corresponding pdfs. For ex-
ample, the ergodic capacity for NCT is computed as

Beer 2 E[prr] = /0 nfo () (38)

using pdf fs () at a given location of the MS. Ergodic ca-

pacity values for the other transmission modes, i.e., ¢, ¢
D ors Por, and @, can be similarly determined.

As can be observed in the figure, the ergodic capacity values
tend to decrease in general as the MS moves away from RA 1,
due to the decreasing SINR. The three transmission modes with
the RA selection, NCT-RAS, CT-RAS, and AT-RAS drawn in
solid lines exhibit significantly improved capacity values over
the transmission modes without RA selection, and the gain be-
comes more substantial as the MS approaches to normalized dis-
tance 1. It can be also verified from the figure that the crossover
boundary at which NCT and CT have the identical capacity per-
formance corresponds to normalized distance 0.74 without the
RA selection and 0.69 with the RA selection, implying CT is
desired for the capacity maximization for a wider geographical
range when RAs are selected.

The amounts of capacity gain among different cooperation
strategies are presented in Fig. 8. The gain achieved by using the
RA selection is determined by computing (P — duer)/Prcrs
((I)CT __ ¢CT)/¢CT'—' and ((I)AT o gbAT)/QSAT for NCT, CT, and AT
modes, respectively. Also shown in the figure are the amounts
of capacity gain obtained by using AT, which are computed as

‘;BAT — maj{(qu(ZF? &CT)
max((bNCT ) gbCT)

for modes with and without the RA selection, respectively.

The ergodic capacities for CT-RAS and NCT-RAS are com-
pared in Fig. 9 for different pathloss exponent values o =
2, 3, 4, and 5. We observe the increase in capacity as « be-
comes larger, implying the receiver SINR improves as the prop-
agation pathloss increases, i.e., the attenuation of interference

AT?

(I)AT o max(&)NCT’ (T)CT)

and

max ( @NCT » (I)CT )

4.5 S
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Fig. 11. CDF of the average capacity: Zero-forcing beamforming vs. tra-
nsmission with RA selection.

is more dominant in determining the SINR than the attenuation
of the desired signal. It is also observed from the figure that
as the pathloss exponent increases, the amount of capacity gain
near normalized distance 1 is more substantial for CT than NCT,
1.e., the cooperation becomes more advantageous. On the other
hand, the crossover boundary between CT and NCT becomes
closer to normalized distance 1 as « increases, to result 1n a
reduced range for cooperation. The preferred region of perform-
ing either CT or NCT for capacity maximization is indicated
for various values of « in Fig. 10, which shows the region for
cooperation becomes larger when RA selection is applied.

The presented results can also be compared with the per-
formance of multiuser multiple-input muitiple-output transmis-
sion [40]. A well-known transmission method using distributed

“antennas to support multiple MSs simultaneously is zero-forcing
beamforming (ZFBF) proposed in [1]. We evaluate the CDF of
the normalized capacity for the ZFBF method which is plotted
in Fig. 11 for comparison. For the performance evaluation of
ZFBF, 3 MSs are uniformly generated over the geographic cov-
erage of RAs 1, 2, and 3 (within the triangle connecting the
RAs) and the capacity per RA is computed using the procedure
described in [1]. It is observed in the figure that outperforming
transmission schemes differ depending on the range of capacity
values. When compared to NCT-RAS and CT-RAS, ZFBF ex-
hibits improved performance of mid-range capacity values (e.g.,
0.86 to 2.37 bps/Hz/RA when compared to NCT-RAS). For low
and high extreme capacity values, transmission with RA selec-
tion performs better, suggesting the RA selection can be the pre-
ferred method of operation for certain geographic locations in-
cluding RA coverage boundaries. It can be also observed AT-
RAS outperform ZFBF for nearly entire range of the capacity
values. We have limited the number of participating RAs to three
for all transmission schemes in this experiment, for comparable
system operational complexity. As the number of participating
RAs increase, additional capacity gain may be attained using
ZFBE. | : i
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VL. CONCLUSIONS P;

Cooperative transmission 1s an efficient means to improve the (2 is not yet determined.
received signal quality, especially near the antenna coverage p=1u
boundaries. We demonstrated that such an advantage of coop- N
. . . . . I
erative transmission in distributed MISO systems can be further

enhanced when transmission antennas are adaptively selected
based on the channel condition, by presenting various statistics
indicating the gain in terms of the SINR and the normalized ca- -
pacity. For the achievable maximum SINR using antenna selec-
tion, we presented a general expression as well as closed-form %
7
) v

formulas for the distribution. 0 » p;
P2 7
(a)
APPENDICES b
2
I. DERIVATION FOR THE CDF OF T3, | pe forp;<(v-07)/2
o . . fer p,, forp,>(v-07)/2
Using index sets D,, = {i} and Z,, = {j, k}, the integration Y R
inside the square brackets in (32) can be written as ! N, p=p
vy vy fv-—O'? \\
fu, v (u,v)du = fP., P+ P02 (u, v)du s | P
P(2) P(2)
vy /" :
= fe. Py 4P (u, v — 07)du. /S BED
P(2) T ok % » D;
v—0, VY
b
From the convolution integral in (27) with the first condition ©)
given_by (28), we obtain | | Zif’
vy
fUngVn (u7 'U)du
P(2) 1)—0'?
vy 'L)—o’? vy
= frpi) ( / fr;(pj) fpy (pk)dpj) dp;
P(2) 0
where p; = v and py = v — p; — o%. The integration ranges for o(l=p)-0
p; and p; are illustrated in Fig. 12(a). Using the second condition OI > D
in (29), p(2) can be determined as p(9y = p; forp; > (v—0%)/2, v-0; v
and p(y) = pi otherwise. Thus, the convolution equation above (c)

is further determined as shown 1n Fig. 12(b) as

_ 7
vy '
fu, v, (u,v)du '/
P2 |

P <

2
vy v—a7T

— [ o) / " fp,(0;) (o) dp; | dpe

Pk

vy 'v—cr?
+ [P, (pi) (/zﬁ fpr,(p;)fp, (Pk)dpj) dp; .

Pj 3

Applying this result into the generalized maximum CDF
in (32), we obtain

(d)

F — = Qflec. d: 2\d Fig. 12. Integration ranges for the CDF of Prﬁf): (a) The first condition,
risb (7) I (C’ U0 ) v (b) the second condition, (c) the third condition, and (d) the relation
o

d between ~ and v.
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fe;(pj)fp, (pk) (/’”’7 fp (Pé)dpz‘) dp;

Pk

d oy
+[H,§ fe;(pj)fe,(pK) ( fp, (p?:)dpi) dpj}

3 bj

and the notation (-)3 represents the modulo-3 operation. The
third condition in (31) provides criteria to determine variables
¢ and d as follows:

Case (i): When v(1 — v) — 02 < 0 (represented by the

shaded region (1) in Fig. 12(d)), the third condition does not set
additional constraints and the integration range is as shown in
Fig. 12(b), for which case [c,d] = [0,v — ¢2] £ [c1,d1].

Case (ii): When 0 < v(1 —~) — 0% < v (represented by the
shaded region (i1) in Fig. 12(d)), the third condition p(,) < vy
requires

v(l—7)— a7 <p;

for the case of p(yy = pr = v — p; — o7, and

p; S vy

for the case of p(5) = p;. The corresponding range of integration
is shown in Fig. 12(c), and we have [¢, d] = [v(1—7)—0%, vy] £

[CQ, dz] .
Therefore, the CDF of the maximum SINR for Foan(y)is
determined for different ranges of « shown in Fig. 12(d) as

- Fren(y)
4 o0
/ Q(Cladl;vaf)/,a?)d’v, for»-)/ > 1
o?cz
i
1—~ 5
/ Qcr,di;v,7y,07)dv
o? o
+/ . ez, da; v, 7, Uﬁ)d’v, for% <<l
_ I
- < 12—7
= .
/ Q(cladl;va'Y,O'I)d’U
2
O'I ,
1—2- 5 .
+/ 2 Q(CQad%Ua'}’aU[)d’U, for) < v < 5
1
1—v
L 0, otherwise.

(39)

By evaluating the integral in (39), a closed-form formula for
F_(s,1y(y) is obtained as

T
Fren ()
(11— p1(v), fory > 1
_ ] T=m(y) = pa(y), for 3 <y <1
1 —pi(y) — pa(v) — pa(y), for0 <~y <3
L0, otherwise
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Fig. 13. Integration ranges for the CDF of I‘I(n?;f): (a) The first and second
condition and (b) the relation between ~ and v.

where p1(-), p2(-), and us(-) are given in (41)—(43), respec-
tively.

" IL. DERIVATION FOR THE CDF OF I'3;%

With index sets D, = {i,j} and Z,, = {k}, the ihtegration
inside the square brackets in (32) becomes

vy vy )
/ fu,. v (u,v)du = fe+p; P (u,v — o7)du.
2’P(3) 2}3(3)

By applying the convolution integral in (27) with the first and
second conditions given by (28) and (29), we have

vy
/ fu,. v, (u,v)du
2

P(3)

/m(
2p(3)

— /2'0 (/u—— kai(’P?:)ij (Pj)dpz') fp.(pp)du  (40)

Pk

(3)

(/u—P(S) fP'i. (pi)ff-’j (Pg)dpz) ka (Pk)du

where p; = u—p; andpy = v— o2 with the integration range as
shown 1n Fig. 13(a). The third condition given by (31) 1s equiv-
alent to vy > 2(v — o), which always holds when v > 2. If
~v < 2, an additional constraint

v<207/(2—7)
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3 _2e]
e~ i \2
mO =" 2 o @1
i=1,j=(i+1)3, (Az + '}’AJ)(A@ + "}’Ak)
k=(i+2)s
3 'y()\,i—l—)\j)o'% 0
—e (V=L)X X _ 242
pr(v) = > i b= DOt DAY (42)
i=1,j=(i+1)s, (L =2)AAs + 700 + A1) M) (7As + A5) (A +724)
k=(i+2)3
3 _vef
e =% (1 = 29)%(y + D)X
pus(y) = H : (43)
i=1,j=(i41), (=725 + A5 + M)
k=(i+2)3
4 ~yol
36_“3%((2'}/—1))\—#’}/(’}/—#1)0?) ey
(y+1)2x ’ TR
23: €™ XA (A + 2AAs — Adk) £ 2 2
i, Q= A = AR (=N A (L= 1)AAy = Ak) LR
Vl(’)’) = < k=(i+2)3 (44)
e 3 (=M (A2 4 (27 — VA +2X32) —y(A = V) (A +yN)o2)
B — V)04 AV 2
+ 2 X if \; = \; = A #£ Mg, Vi, 5, k € {1,2,3)
| 1 7 ==  — ? Z’ b ) ?
~ N = N((y — DA +2N) 7 k) V00
2
3 0T
eGP (v =2 (v + DA
va(y) = H : (45)
i=1,j=(i+1)s, (’7 o 1)A2A3 + ()\z + )\j)Ak
k=(142)3

is required, resulting in the range for v as [0%, 20% /(2 —)]. The
relation between y and v for this case is illustrated in Fig. 13(b).
Combining (40) into (32), we obtain

FFéﬁf) (’Y) [1]
/ oo
/ U (v,y,0%)dv, for v > 2
S [21
_ 297
= 9 (2—7) 5
U(v,v,07)dv, forQ <~ <2 3
of
L 0, otherwise
[4]
where
5 [5]
\P(Ua s JI)
3 vy U—Pk
(6]
e [ tntate wdn) o
i=1, Y 2Pk Pk
]:(2’+1)31
k=(i+2)3 [7]
and the resulting closed-form expression is
8]
Frgm ()
1—1n(v), fory > 2 B]
=<¢ 1—1n1(y) —wa(y), for0 <~y <2
0, otherwise [10]

for which v (-) and v»(+) are respectively given in (44) and (45).

REFERENCES

M. K. Karakayali, G. J. Foschini, and R. A. Valenzuela, “Network coordi-
nation for spectrally efficient communications in cellular systems,” I[EEE
Wireless Commun., vol. 13, no. 4, pp. 5661, Aug. 2006.

J.N. Laneman, D. N. C. Tse, and G. W. Wornell, “Cooperative diversity in,
wireless networks: Efficient protocols and outage behavior,” IEEE Trans.
Inf. Theory, vol. 50, no. 12, pp. 3062-3080, Dec. 2004.

H. Zhang and H. Dai, “Cochannel interference mitigation and coopera-
tive processing in downlink multiuser MIMO networks,” Eur. J. Wireless
Commun. Netw., no. 2, pp. 222-235, 2004.

B. L. Ng, I. S. Evans, S. V. Hanly, and D. Aktas, “Transmit beamforming
with cooperative base stations,” in Proc. ISIT 2005, Sept. 2005, pp. 1431-
1435.

L. Dai, S. D. Zhou, and Y. Yao, “Capacity analysis in CDMA distributed
antenna systems,” IEEE Trans. Wireless Commun., vol. 4, no. 6, pp. 2613-
2620, Nov. 2005.

P. W. Baier, M. Meurer, T. Weber, and H. Troeger, “Joint transmission
(JT), an alternative rationale for the downlink of time division CDMA us-
ing multi-element transmit antennas,” in Proc. ISSSTA 2000, Sept. 2000,
pp. 1-5.

S.-L. Su, J.-Y. Chen, and J.-H. Huang, “Performance analysis of soft hand-
off in CDMA cellular networks,” IEEE J. Sel. Areas Commun., vol. 14,
no. 9, pp. 1762-1769, Dec. 1996.

C. Mihailescu, X. Lagrange, and P. Godlewski, “Soft handover analysis
in downlink UMTS WCDMA systems,” in Proc. IEEE MOMUC’99, Nov.
1999,

Y. Chen and L. Cuthbert, “Optimum size of soft handover zone in power-
controlled UMTS downlink systems,” Electron. Lett., vol. 38, no. 2, pp.
89-90, Jan. 2002.

J. Wei, H. Zhao, and S. Wang, “Cooperative transmission in the wireless



174

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]
[28]

[29]

[30]

[31]

[32]

sensors network: Realization and analysis,” in Proc. WiCOM 2006, Sept.
2006, pp. 1-4.

A. A. M. Saleh, A. J. Rustako, and R. S. Roman, “Distributed antennas
for indoor radio communications,” IEEE Trans. Commun., vol. 35, no. 12,
pp. 1245-1251, Dec. 1987.

W. Roh and A. Paulraj, “Outage performance of the distributed antenna
systems in a composite fading channel,” in Proc. IEEE VTC 2002-fall,
Sept. 2002. pp. 1520-1524.

L. Xiao, L. Dai, H. Zhuang, S. Zhou, and Y. Yao, “Information-theoretic
capacity analysis in MIMO distributed antenna systems,” in Proc. IEEE
VIC 2003-spring, Apr. 2003, pp. 779-782.

R. E. Schuh and M. Sommer, “W-CDMA coverage and capacity analy-
sis for active and passive distributed antenna systems,” in Proc. IEEE
VTC 2002-spring, May 2002. pp. 434-438.

R. Hasegawa, M. Shirakabe, R. Esmailzadeh, and M. Nakagawa, “Down-
link performance of a CDMA system with distributed base station,” in
Proc. IEEE VTC 2003-fall., Oct. 2003, pp. 882-886.

H. Zhuang, L. Dai, L. Xiao, and Y. Yao, “Spectral efficiency of distrib-
uted antenna systems with random antenna layout,” Electron. Lett., vol.
39, no. 6, pp. 495-496, Mar. 2003.

W. Choi and J. G. Andrews, “Downlink performance and capacity of dis-
tributed antenna systems in a multicell environment,” IEEE Trans. Wire-
less Commun., vol. 6, no. 1, pp. 69-73, Jan. 2007.

S. Zhou, M. Zhao, X. Xu, J. Wang, and Y. Yao, “Distributed wireless com-
munication system: A new architecture for future public wireless access,”
IEEE Commun. Mag., vol. 41, no. 3, pp. 108-113, Mar. 2003.

A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity
part I and part I1,” IEEE Trans. Commun., vol. 51, no. 11, pp. 1927-1948,
Nov. 2003.

A. Nosratinia, T. Hunter, and A. Hedayat, “Cooperative communication in
wireless networks,” IEEE Commun. Mag., vol. 42, no. 10, pp. 74-80, Oct.
2004.

J. N. Laneman and G. W. Wornell, “Distributed space-time coded pro-
tocols for exploiting cooperative diversity in wireless networks,” IEEE
Trans. Inf. Theory, vol. 49, no. 10, pp. 2415-2425, Oct. 2003.

E. Song, J. Park, J. Kim, S. Hwang, and W. Sung, “Performance of coop-
erative transmission schemes using distributed antennas,” in Proc. IEEE
CCNC 2008, Jan. 2008.

J. Park, E. Song, J. Kim, S. Hwang, and W. Sung, “Capacity and outage
performance of regional signal combining using distributed antennas,” in
Proc. IEEE APCC 2007, Oct. 2007, pp. 261-264.

S. Alamouti, “A simple transmit diversity technique for wireless commu-
nications,” IEEE J. Sel. Areas Commun., vol. 16, no. 8, pp. 1451-1458,
Oct. 1998,

T. Xiaofeng, H. Harald, Y. Zhizhuan, Q. Haiyan, and Z. Ping, “Closed loop
space-time block code,” in Proc. IEEE VTC 2002-fall, vol. 2, Oct. 2001,
pp- 1093-1096. '

D. J. Love and R. W. Heath, “Equal gain transmission in multiple-input
multiple-output wireless systems,” IEEE Trans. Commun., vol. 51, no. 7,
pp. 1102-1110, July 2003.

T. K. Y. Lo, “Maximum ratio transmission,” IEEE Trans. Commun.,
vol. 47, no. 10, pp. 1458-1461, Oct. 1999.

L. C. Wang and C. T. Lea, “Macrodiversity cochannel interference analy-
sis,” Electron. Lett., vol. 31, no.8, pp. 614-616, Apr. 1995.

Y.-D. Yao and A. U. H. Sheikh, “Investigation into cochannel interference
in microcellular mobile radio systems,” IEEE Trans. Veh. Technol., vol. 41,
no. 2, pp. 114-123, May 1992,

J. Zhang and V. A. Aalo, “Effect of macrodiversity on average-error prob-
abilities in a Rician fading channel with correlated lognormal shadowing,”
IEEE Trans. Commun., vol. 49, no. 1, pp. 14-18, Jan. 2001.

T. Piboongungon and V. A. Aalo, “Outage probability of L-branch selec-
tion combining in correlated lognormal fading channels,” Electron. Lett.,
vol. 40, no. 14, pp. 886—888, July 2004,

S. Mukherjee and D. Avidor, “Effect of microdiversity and correlated
macrodiversity on outages in a cellular system,” IEEE Trans. Wireless
Commun., vol. 2, no. 1, pp. 50-58, Jan. 2003.

JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 10, NO. 2, JUNE 2008

[33]

[34]

[35]

[36]
[37]

[38]
[39]

[40]

3GPP TR 25.892, Feasibility Study for Orthogonal Frequency Division
Multiplexing for UTRAN Enhancement. V2.0.0, June 2004.

H. T. Cheng, H. Mheidat, M. Uysal, and T. M. Lok, “Distributed space-
time block coding with imperfect channel estimation,” in Proc. ICC 2005,

May 2005, pp. 583-587.

P. Viswanath, D. N. C. Tse, and R. Laroia, “Opportunistic beamforming
using dumb antennas,” IEEE Trans. Inf. Theory, vol. 48, no. 6, pp. 1277-
1294, June 2002.

J. G. Proakis, Digital Communications, 4th. ed. New York: McGraw-Hill,
2001.

V. K. Rohatgi, An Introduction to Probability Theory and Mathematical
Statistics. New York: Wiley, 1976.

H. A. David, Ordered Statistics. New York: Wiley, 2003.

A. Papoulis, Probability, Random Variables, and Stochastic Processes, 4th
ed. New York: McGraw-Hill, 2002.

Q. H. Spencer, C. B. Peel, A. L. Swindlehurst, and M. Haardt, “An intro-
duction to the multi-user MIMO downlink,” IEEE Commun. Mag., vol. 39,
no. 10, pp. 60-67, Oct. 2004.

Jonghyun Park was born in Seoul, Korea, April 10,
1979. He received the B.S. and M.S. degrees in Elec-
tronic Engineering from Sogang University, Seoul,
Korea in 2004 and 2006, respectively. He is currently
pursuing his Ph.D. degree in Electronic Engineering
at Sogang University. His research interests include
signal processing for high-speed digital communica-
tions, distributed wireless communication systems,
space-time signal processing, and cross-layer design
for multi-user MIMO.

Jaewon Kim was born in Seoul, Korea, Novem-
ber 10, 1981. He received the B.S. degree in Elec-
tronic Engineering from Sogang University, Seoul,
Korea in 2006. He is pursuing his M.S. degree at So-
gang University. His research interests include statis-
tic analysis, communication signal processing, space-
time coding, and multi-user MIMO systems. He re-
ceived the Best Paper Award from the 18th Joint Con-
ference on Communications and Information held in
Jeju, Korea in April 2008.

Wonjin Sung received his B.S. degree from Seoul Na-
tional University, Korea in 1990, and the M.S. and
Ph.D. degrees in Electrical Engineering from Uni-
versity of Michigan, Ann Arbor, MI, in 1992 and
1995, respectively. From January 1996 through Au-
gust 2000, He worked at Hughes Network Systems,
Germantown, MD, USA, where he participated in de-
velopment projects for cellular and satellite systems
including base station modems for the IS-136 North
American TDMA, multi-mode terminals for medium
orbit satellites, and the Inmarsat air interface design.

Since September 2000, he has been with the Department of Electronic Engi-
neering at Sogang University, Seoul, Korea, where he 1s currently an associate
professor. His research interests are in the areas of mobile wireless transmis-
sion, statistical communication theory, distributed antenna systems, and satellite
modems.



