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Abstract This paper proposes a method to extract the personal information using a microphone 
array. Useful personal information, particularly customers, is age and gender. On the basis of this 
information, service applications for robots can satisfy users by offering services adaptive to the 
special needs of specific user groups that may include adults and children as well as females and 
males. We applied Gaussian Mixture Model (GMM) as a classifier and Mel Frequency Cepstral 
coefficients (MFCCs) as a voice feature. The major aim of this paper is to discover the voice source 
parameters of age and gender and to classify these two characteristics simultaneously. For the 
ubiquitous environment, voices obtained by the selected channels in a microphone array are useful to 
reduce background noise. 
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1. Introduction 
 
A better understanding of personal characteristics on 

voice sources will help to make it easy for a variety of 
applications including cell phones, computers and robots 
to be applied. 

While it is generally believed that human listeners are 
able to judge a speaker’s age within ±10 years, few 
robots exist that can accomplish this task. There are 
acoustic correlations with age in every phonetic 
dimension, and their relative importance in age 
perception has yet to be fully explored (Hollien 1987 [1], 
Jacques & Rastatter 1990 [2], Linville 1987 [3], Ptacek & 
Sander 1996 [4], Schöts 2003 [5]) 

Other attempts to predict age include Minematsu et al. 
2003 [6], who tested age prediction with 30 listeners for 
approximately 400 male speakers and achieved 90% 
accuracy. In addition, they found that it was easy to classify 
older speakers (82.5% for female and 94.4% for male 
speakers) but that it was more difficult to judge younger 
speakers (0.97% for female and 52.2% for male speakers). 
Another effort to recognize elderly users (Müller C. et al., 
2003[7]) was able to classify non-elderly users (85.6%) from 
elderly users (98.3%) and categorized female and male 
groups at 74.0% and 86.1%, respectively.  

While previous techniques have primarily been 
applied to a computer environment, this paper presents a 
method adaptive to a ubiquitous robot environment 
providing useful services for robot users. User diversity 
occurs in various situations with a wide range of needs 
and capabilities. Elderly people often find their usages of 
robots difficult due to cognitive disabilities associated 
with age-degenerative processes. Therefore, it is 
necessary that a robot acts in a more specific manner as 
they propose suggestions to make elderly users feel more 
comfortable. On the other hand, children prefer an active 
attitude and often want faster services.  

Under the ubiquitous environment, robustness to noise 
has been an important issue. There are lots of papers to 
solve the problem using multiple microphone array[8-9]. 

The focus of this paper is an analysis of voice source 
characteristics related to age and gender, of which 
dependencies are evaluated by a microphone array. 

 
2. Voice Feature and Age/Gender 

Dependences 
 
There are many speech features related to speech such 

as pitch, energy, Teager energy, jitter, shimmer, rate of 
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speech, formant, HNR, PLCC and MFCC.  
Müller C [7], previously mentioned above, introduced 

jitter and shimmer as appropriate features to determine 
the age and gender of a speaker. Dave et al. [10] proposed 
the harmonics-to-noise ratio (HNR), a measure of the 
amount of noise in a speech signal, as acoustic features 
that could be used to identify a person’s gender and age.  
In addition, Iseli [11] suggested fundamental frequency 
(F0), the open quotient ( * *

1 2H H− ) and the concept of 

spectral tilt ( * *
1 3H A− ) as age- and gender-dependent 

parameters.  
These voice features are sufficiently useful to reveal 

the characteristics of gender and age, but some of the 
features are limited with vowels and some are  
insufficient for environmental noise.  In this paper, 
MFCC, a well-known feature in speech recognition and 
speaker recognition, is proposed to address the best 
attributes of age and gender. 

 
2.1 Mel Frequency Cepstral Coefficients (MFCCs) 

MFCC is a well-known feature extraction method used 
to recognize aspects of speakers, speech, and emotion. 
The advantages of MFCCs are that it is a more robust 
method in terms of noise and spectral estimation errors 
compared to other factors. Voice sources include an 
impulse train and a noise source. The impulse train is 
generated by the vibration of a human organ. The glottal 
slit and resonance in the vocal tract create distinct speech 
sounds. On time domain, each source contributes to 
generate voice features. Considering x[n] as speech data, 
v[n] a vocal tract, g[n] a glottal flow, and p[n] speech 
data can be written by the following equation in the time 
domain: 

 
                                                (1) 

 
This speech data is filtered by preemphasis, segmented 

by a hamming widow, and transformed by FFT. In a 
frequency domain, the equation becomes 

 
                     (2) 

 
To obtain MFCCs, the speech data passes a Mel-scaled 

filter bank. The Mel-scaled filter bank models the cochlea 
and has a non-uniform bandwidth.  

 
                    (3) 

 
Following this, the logarithm of the data is used to 

separate each part of the source.  

 
Fig. 1. Comparison of original speech to transformed speech 

by MFCC. 

 
(4) 

 
Finally, the Discrete Cosine Transform (DCT) is used 

to reduce noisy information and abstract speech 
information. As shown in Fig.1 b), most information is 
focused on the front parts, while data are distributed all 
around in Fig.1(a).  
 

3. Classifier of Age and Gender: GMM 
 
The Gaussian Mixture Model is employed as a classifier of 

age and gender. The Gaussian Mixture model (GMM) 
represents a single state model of the Hidden Markov Model 
(HMM), which is a popular technique in speech recognition. 
GMM can create a model for a nonlinearly distributed class by 
adapting numerous mixtures while previous studies ([1]-[5]) 
have shown that it is difficult to decipher the characteristics of 
age. For age and gender classification, three tests are formulated: 
(1) age test (A = {adult, child}), (2) gender test, (G = {male, 
female}), and (3) age-gender test (S = {male adult, female adult, 
and child}). It is assumed that gender characteristics are 
generally revealed after the adolescent period. These tests are 
conducted using the maximum posterior probability from 
GMM model for each group. 

 
4. Speech Data 

 
To reflect the characteristics of the robot environment, it 
is necessary to collect data in a robotas well. ETRI-
VoiceDB2006 was captured in Wever, a ubiquitous robot. 
As a robot is mobile, circumstances around robots vary 
according to time and distance changes. For instance, the 
distances between a robot and a speaker can change 
nearly continually. To evaluate the distance factor’s effect 
on age prediction, data were collected at several ranges: 
1m, 3m and 5m. The relative locations between a robot and 
a user are also needed to be considered. To simplify this, 
two positions were set: a frontal view and a diagonal view.  

log '( ) log '( ) + log '( ) log '( )X V G Pω ω ω ω= +
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Fig. 2. Multi-array microphones in Wever 

 
In addition, multi-array microphones were used. One 

advantage of a robot is that it is possible to use multiple 
microphones. Wever is equipped with eight microphones, 
as shown in Fig.2. 

To short, ETRI-VoiceDB2006 was constructed to 
reflect robot-specific characteristics such as the gap 
between a robot and a user, the position of eight numbers 
of microphones, and the directional effect of voice. 
ETRI-VoiceDB has nearly the same number of adult 
speakers and child speakers, at 30 and 28, respectively. 
The ages of the adults ranged from 22 to 45 years old 
while the children were aged either ten of eleven; thus, 
they were pre-adolescents. 

 
5. Experiments 

 
The proposed method was tested using ETRI-

VoiceDB06, as previously discussed. Fig.3 presents the 
entire procedure concerning the classification of age 
groups. First, the robot, Wever, captured speech data. 
These data were then transmitted to the main server. The 
server was used to compute the processes and return the 
output to the robot. In this way, the end-point of the speech 
data was detected and age groups were classified in the 
server system. In addition, a robot is capable of adding 
numerous noises to the speech data parts such as sensors 
and motors; therefore, it was necessary to add a noise-
elimination algorithm in the form of a Winer filter. From 
this enhanced data, twelve-dimensional MFCCs as well as 
energy were extracted as speech features. To classify the 
data, GMM was applied assuming that the covariance 
matrices were diagonal in order to improve the 
computation efficiency. The number of mixtures varied 
from 1 mixture to 512 mixtures. The effect on the position 
of microphones in addition to the relative location and 
interval between the robot and the user were checked. 

 
6. Results 

 
For training data, the set of speech data with a 1m 

 
Fig. 3. Age-classification procedure 

 
Table 1. Results: prediction accuracy with various machine-

learning techniques and voice features 

Feature Jitter & 
Shimmer HNR MFCC

Classifier ANN MLP GMM
Gender 81.09% 94.4% 94.9%

Age 96.57% -0.1 year error, 6.86 
std 94.6%

 
interval and a frontal view was chosen. Three types of 

tests were conducted. Their results are shown in Figs.4-6. 
For gender classification, the accuracy was 94.9% and 
from the age test, it was 94.6%. Table 1 shows the results 
with regard to the predictive accuracy using different 
features and various machine-learning techniques. This 
enabled the interpretation of the results comparing to 
other methods. The previous features and methods 
presented cling to specific classes: the method using 
ANN and jitter and shimmer features are suitable for a 
classification of age but not suitable for gender, while the 
reverse is true for the method involving HNR features 
and MLP. However, the proposed method has good 
accuracy in both cases over 90%.  

Here, three group classifications were tested: S = 
{adult_female, adult_male, child}. Tastes of customers 
largely depend on these three groups. Given that that 
MFCC features were confirmed to be effective for 
classifying both gender and age, S group classification 
was applied. As seen in Fig. 6, 98.96% was achieved for 
the child class, 89.89% was achieved for the female class 
and 77.77% for the male class. 

The correlation between the position of the voice data 
and that of a talker was also tested, as the position of each 
microphone in a mobile robot plays an important role in 
the reliability of the classifications. The locations of 
microphones in a robot can influence the classification 
capability in many ways. Figs.6 and 7 show the age 
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Fig. 4. Gender classification rate using GMM 

 

1 1.5 2 2.5 3 3.5 4 4.5 5
60

65

70

75

80

85

90

95

100

distance(meter)

cl
as

si
fic

at
io

n 
ra

te

 

 

160 GMM
320 GMM
512 GMM

 
Fig. 5. Age classification rate using GMM 

 
recognition with different positions of the microphones. 
Fig.6 used microphones in channels 0, 3, 5 and 6, and Fig. 
7 used them in channels 0, 1, 2, and 7. The curve of Fig.6 
is concave while that that of Fig.7 is convex. As the 
levels of accuracy using eight microphones are identical, 
the curve shape in Fig.6 implies that the fewer the 
number of channels, the more accurate the classification 
is. As seen in Fig. 2, microphones 0, 3, 5, and 6 cover all 
directions of the robot, while microphones 0, 1, 2, and 7 
are concentrated on the frontal side.  The relationships 
and the number of microphones in these two figures were 
investigated further. The result implied that fewer 
microphones would give less reliable output, as a speaker 
can be located in different places. 

The use of multiple microphone systems includes 
speech enhancement, identification of speakers, and 
classification of age/gender. Our experiment showed that 
speech data from microphones chosen selectively, 
achieved higher identification rate that those from all 
microphones. Fig.8 showed two spectrums of which 
signals were collected in the same time and different 
channels. The signal from channel 0 is close to the 
original source (see Fig.2) while the signal from channel 

Age Recognition Result(1)

75

80

85

90

95

100

105

8CH 4CH 2CH 1CH

# of microphones

C
or

re
ct

io
n 

R
at

e(
%

)

gmm1

gmm7

gmm28

gmm40

gmm80

gmm160

gmm320

gmm512

 

Fig. 6. Age Recognition Result (1) using microphone channels 

0, 3, 5, and 6. 

 
Age Recognition Result(2)
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Fig. 7. Age Recognition Result (2) using microphone channels 

0, 1, 2, and 7. 

 
5 is the opposite side of the original one. Although both 
signals were archived in the same situation, Fig.8 
revealed that the CH0 signal is less contaminated than the 
CH5 signal. Also, Fig.9 implies that speeches of all 
channels do not give positive effect on identification. It is 
generally believed that more channels can give more 
information. In our experiment, eight channels were used. 
If the common belief was true, the green lines in Fig.9 
would always be located in higher position than blue and 
red lines. Rather, channels selectively chosen showed 
better identification rate. The total number of 
identification test samples is 14400 using ETRI-
VoiceDB2006 and 1602 samples were failed. The y- axis 
in Fig.9 shows re-corrected number of samples among 
misclassified ones. Here, the microphones were picked 
according to its closeness to the original source. 
 

7. Discussion 
 

In this paper, age and gender classification method is 
presented for a home service robot. It was found that 
MFCC features and GMM could classify age groups as  
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(a) The signal from the channel 0(CH0) 

 

 
(b) The signal from the channel 5(CH5) 

Fig. 8. From the same source, signals from channel 0 (a) and 

channel 5 (b) were compared. Identification of the (a) signal 

was correct while the identified speaker using the (b) signal 

was wrong. 

 

 
Fig. 9. Comparisons of identification accuracy according to 

the number of microphones. The original signals is located 

in the frontal direction. The 4 channels are CH0, CH1, CH2, 

and CH7 ; The 2 channels are CH0, and CH1. 

well as gender groups. Moreover, mixed groups including 
adult females, adult males and children were successfully 
classified. Simultaneously, classification of the three 
groups has advantages such as a reduction of 
computational cost and time.  

In addition, it was determined that the proposed 
method can be applied to a ubiquitous environment. For 
instance, a user can give orders to, or communicate with, 
an intelligent robot, even over a great distance. In 
addition, the proposed method can also classify age and 
gender groups correctly although the user may be 
positioned in diverse viewpoints, such as at the frontal 
side or diagonal side of a robot.  

Finally, the findings imply that signals from selectively 
chosen channels are more useful in the identification 
issue. It was confirmed that microphone selection 
provides better accuracy even when the all signals are 
used. Moreover, in the case of URC robots, which use the 
main server and wireless network to overcome the robot’s 
computing power, the microphone selection according to 
the source position is more powerful because it can 
reduce the amount of signals that should be transmitted to 
the server through wireless network. The future work is 
how to pick microphones channels. We will employ 
sound source localization method to find proper channels. 
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