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ABSTRACT. In this paper we generate a fuzzy dynamical matrix Lyapunov system and
obtain a sufficient condition for the observability of this system.

1. Introduction

The importance of control theory in Applied mathematics and its occurrence
in several problems such as mechanics, electromagnetic theory, thermodynamics,
artificial satellites etc., are well known. The observability condition assures the
construction of the state from the output. This property is intrensic for systems
and play an important role in the theory of linear systems.

The objective of this paper is to provide sufficient condition for observability of
first order matrix Lyapunov system described by

(1.1) X'(t) = A()X (t) + X (t)B(t) + F(t)U(t), X(0) = Xo, t >0,

(1.2) Y(t) = CO)X(t) + DOU(2),

where U(t) is a n X n fuzzy input matrix called fuzzy control and Y (¢) isa n x n
fuzzy output matrix. Here A(t), B(t), F(t),C(t), and D(¢) are matrices of order
n x n, whose elements are continuous functions of t on J = [0,7] C R (T > 0).

The problem of controllability and observability for systems of ordinary differ-
ential equations has been studied by Barnett [2] and for matrix Lyapunov systems
by Murty, Rao and Suresh Kumar [8]. Recently the observability criteria for fuzzy
dynamical control systems was studied by Ding and Kandel [5].

In section 2 we present some basic definitions and results relating to fuzzy sets
and also some properties of Kronecker products and obtain general solution of the
system (1.1), when U () is a crisp continuous matrix.

In section 3 we generate a fuzzy dynamical matrix Lyapunov system and also
obtain its solution set.
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In section 4 we introduce the notion of likely observability and present sufficient
conditions for the fuzzy dynamical matrix Lyapunov system to be likely observable,
and illustrate the main theorem with a suitable example.

This paper extend some of the results of Ding and Kandel [5] to fuzzy dynamical
matrix Lyapunov systems.

2. Preliminaries

Let Py(R™) denotes the family of all nonempty compact convex subsets of R".
Define the addition and scalar multiplication in P, (R™) as usual.
Radstrom [12] states that Pr(R™) is a commutative semi-group under addition,
which satisfies the cancellation law. Moreover, if «, 8 € R and A, B € P(R"™), then

a(A+ B)=aA+aB, «opA)=(apf)A, 1A=A

and if a, 3 > 0, then (« + 8)A = oA + BA. The distance between A and B is
defined by the Hausdorff metric

d(A,B) =inf{e: AC N(B,¢),B C N(A,¢)},

where
N(A,e) ={z € R": ||z —y|| <€, for some y € A}.

Definition 2.1. A set valued function F' : J — Pj(R") is said to be measurable, if
it satisfies any one of the following equivalent conditions;

1. forall u € R", t — dp)(u) = inf,ep@) ||u — v|| is measurable,

2. GrF = {(t,u) e J x R" : u € F(t)} € ¥ x B(R"™), where X, 3(R"™) are Borel
o-field of J and R"™ respectively (Graph measurability),

3. there exists a sequence {f,(.)},>1 of measurable functions such that F(t) =

{fn()}n>1, for all t € J (Castaing’s representation).

We denote by Sk the set of all selections of F(.) that belong to the Lebesgue
Bochner space Lk, (J). ie.,

SL=1{f() € Lk.(J): f(t) € F(t) a.e.}.
We present the Aumann’s integral as follows;
@ [ Foae= [ rwa s sy
We say that F : J — P(R™) is integrably bounded if it is measurable and there

exists a function h: J — R, h € L, (J) such that ||u|| < h(t), for all u € F(t).
From [1], we know that if F is closed valued measurable multifunction, then
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[; F(t)dt is convex in R". Furthermore, if F' is integrably bounded then [, F(t)dt
is compact in R™.
Let
E" ={u:R" —[0,1]/u satisfies (i) — (iv) below},

where
(i) w is normal, i.e., there exists an z¢p € R™ such that u(zg) = 1;
(ii) u is fuzzy convex, i.e., for z,y € R™ and 0 < A < 1,

u(Az + (1 = N)y) > minfu(z), u(y)];

(iii) u is upper semi-continuous;
(iv) [u]® = {z € R"/u(z) > 0} is compact.
For 0 < a < 1, the a-level set is denoted and defined by
[u]* = {x € R™/u(x) > a}. Then from (i)-(iv) it follows that [u]* € Px(R™) for all
0<a<l.
Define D : E™ x E™ — [0, 00) by the equation

D(u,v) = sup{d([u]®, [v]*)/a € [0,1]},

where d is the Hausdorff metric defined in P, (R™). It is easy to show that D is a
metric in E™ and using results of [[4], [12]], we see that (E™, D) is a complete metric
space, but not locally compact. Moreover the distance D verifies that

D(u+ w,v+w) = D(u,v), u,v,w € E™,

D(Au, W) = |A\|D(u,v), u,v€ E™", X\ € R,

D(u+w,v+2) < D(u,v) + D(w, 2), u,v,w,z€ E"
We note that (E™, D) is not a vector space. But it can be imbedded isomorphically
as a cone in a Banach space [12].

Regarding fundamentals of differentiability and integrability of fuzzy functions
we refer to O.Kaleva [6], Lakshmikantham and Mohapatra [7].

In the sequel, we need the following representation theorem.

Theorem 2.1([10]). If u € E™, then
(1) [u]* € Py(R™), for all0 < a < 1.
(2) [u]*2 C [u]*, for all0 < a; < ag < 1.

(3) If {ax} is a nondecreasing sequence converging to « > 0, then
[l = ) [
E>1
Conversely, if {A% : 0 < « < 1} is a family of subsets of R™ satisfying (1)-(3), then
there exists a u € E™ such that [u]* = A® for0 < a<land[u]°= |J A>cC A"
0<a<l

A fuzzy set valued mapping F : J — E" is called fuzzy integrably bounded if

Fy(t) is integrably bounded.
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Definition 2.2. Let F' : J — E™ be a fuzzy integrably bounded mapping. The
fuzzy integral of F over J denoted by [ ; F(t)dt, is defined levelsetwise by

[/ F(t)dt]} ) = (A)/ F,(t)dt, 0 <a<1.
J J
Let F:J x E™ — E™, consider the fuzzy initial value problem
(2.1) u' = F(t,u), u(0)=ug.
Definition 2.3. A mapping u : J — E" is a fuzzy weak solution to (2.1), if it is

continuous and satisfies the integral equation
t
u(t) = uo +/ F(s,u(s))ds, Vte J.
0

If F is continuous, then this weak solution also satisfies (2.1) [11, Lemma 6.1] and
we call it a fuzzy strong solution to (2.1).

Now we present some properties and rules for Kronecker products and basic
results related to matrix Lyapunov systems.

Definition 2.4([8]). Let A € C™*™ and B € CP*? then the Kronecker product of
A and B written A ® B is defined to be the partitioned matrix

anB a12B e alnB
A ® B— ang aggB .. agnB
am1B ameB . . . amnB

is an mp X ng matrix and is in C"P*"4,

Definition 2.5([8]). Let A = [a;;] € C™*", we denote

A ayj

. A az;

A=VecA=| . | ,where A ;=] . | (1< j< n).
An Amj

The Kronecker product has the following properties and rules [8].
1. (A® B)* = A* ® B* (A* denotes transpose of A)
2. (A B) '=A"1e B!
3. The mixed product rule
(A® B)(C ® D) = (AC ® BD)
this rule holds, provided the dimension of the matrices are such that the various
expressions exist.
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1. 4@ Bl = || BI (]| = sup{las;(#)],t € J})
5. If A(t) and B(t) are matrices, then

(A B) =A'®@ B+ A® B’ ('=d/dt)
6. Vec (AYB)=(B*® A) Vec Y
7. If A and B are matrices both of order n x n then

(i) Vec (AX) = (I, ® A) Vec X

(ii) Vec (XA) = (A*®I,) Vec X.

Now by applying the Vec operator to the matrix Lyapunov system (1.1) satis-
fying (1.2) and using the above properties, we have

(2.2) X'(t) = GO)X () + (L ® F())U (1), X(0) = Xo,

(2.3) V(1) = (I ® C() X (1) + (I @ D)0 (1),
where G(t) = (B* @ I,) + (I, ® A) is a n? x n® matrix and X= Vec X(t),
U= Vec U(t), Y= Vec Y (t) are column matrices of order n?.

The corresponding linear homogeneous system of (2.2) is

(2.4) X'(t) = GOX (), X(0) = Xo.

Lemma 2.1. Let ¢(t) and ¥(t) be the fundamental matrices for the systems

(2.5) X'(t) = AWX(t), X(0) = I,
and
(2.6) X)) = B ()X (1), X(0) =1,

respectively. Then the matriz (t) ® ¢(t) is a fundamental matriz of (2.4) and the
solution of (2.4) is X (t) = (¢(t) ® ¢(t))Xo.
Proof. Consider

(W(1) ®@¢(1) = (¥(t) ®o(t)) +

Also "/)(O) ® ¢(0) =1, ® 1, = I,.
Hence 4(t) ® ¢(t) is a fundamental matrix of (2.4). Clearly X (t) = (¢(t) @ ¢(t))Xo
is a solution of (2.4). O
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Theorem 2.2. Let ¢(t) and ¢ (t) be the fundamental matrices for the systems (2.5)
and (2.6), then the unique solution of (2.2) is

t

27)  X(t) = (@(t) @ é(1)Xo + /(w(t —8) @ G(t — 5))(In @ F(s))U(s)ds.

0

Proof. First, we show that the solution of (2.2) is of the form X(t) = (¥(t) ®
#(t))Xo + X (t), where X (t) is a particular solution of (2.2) and is given by

/ (t— ) @ Bt — ))(In ® F(s))0(s)ds.

Let u(t) be any other solution of (2.2), write w(t) Au(t) i)? (t), then w satisfies
(24), hence w = (¥(t) @ $(t)) Xo, u(t) = ($(t) ® $(1)) Xo + X (¢).

Consider the vector X (t) = ((¢) ® ¢(t))v(t), where v(t) is an arbitrary vector
to be determined, so as to satisfy equation (2.2).
X'(t) = (1) @ o)) v(t) + (1) © o(t))v' (1)
= GOX (1) + (L @ F(1)U(t) = Gt) (1) ® $(t))
+ (9(t) © o
= (¥(1) ® o))V () = (In ® F(t))0(1)
:>v(t) (~ 1( )®¢ (1)) ® F()U(2)
= fy ®¢1(5))(In ® F(s))U(s)ds.

Hence the desured expressmn follows immediately by noting the fact that ¢(t)¢p~1(s) =
Bt — 5) and Y(t)p~(s) = ¥(t — 5). O

)

(t
'(t)

3. Formation of fuzzy dynamical Lyapunov systems

In this section we show that the following system

(3.1) X'(t) = GO)X(t) + (I, ® F(t))U(t), X (0) = X,

(3.2) V()= (I, ® C(t)X(#) + (I, @ D) U(t),

determines a fuzzy system, when U(t) is a fuzzy set.
Fix 0 < o < 1, let [U(¢)]* be the a-level set of U(t). For any positive number
T, consider the differential inclusions

(3.3) X'(t) e GOX(t) + (I, @ F)[U®#)]*, te0,T)

(3.4) X(0) = Xo.
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Let X be the solution set of inclusions (3.3) and (3.4).

Claim (i). [X(£)]* € Po(R™), for every 0 < a < 1, t € [0, 7).

First, we prove that X“ is nonempty, compact ‘and convex in C[[O,T},R”z].
Since [U(t)|* has measurable selection, we have X¢ is nonempty. Let K =
s o], L = max [0, M = max (lu(@)] : u(t) € [0(0)7), and
N = max ||F(¢)].

t€[0,7]
If for any X € X, then there is a selection u(t) € [U(#)]* such that

X(t) = (6(t) ® 6(6) Xo + / (B(t — 3) ® 8(t — 8))(Tp © F(s))u(s)ds.

Then
IX @ < (1) @ ¢(1) Xo| + /0 [(1h(t = 5) @ ¢(t — 5))(In @ F(s))u(s)ds

<@l @I HX0||+/O [ =)l ot =)l 1E () Nuls)lds

< KL||Xo|| + KLNMT.

Thus X is bounded.
For any t1,t2 € [0, 7]

X(t1) — X(t2)

— (h(t2) ® §(t1)) Xo + / "Wty — 5) ® 8(tr — ))(In ® F(s))u(s)ds

— (W(t) ® B(t)) X0 — / “((ts — 5) @ Bt — 9))(In ® F(s))u(s)ds.
Therefore

1X(t1) = X (t2)]| < 1(%(t1) ® d(t1)) = ((t2) © $(t2))I| | Kol

[ [(¥(t — ) @ p(tr — 5))(In @ F(s))u(s)[|ds

ta
to
+ /[
0

[(V(t2 — 5) @ ¢(t1 — 5)) — (P(t2 = 5) © B(t2 — 5))]
(In © F(s))u(s)||ds
< [1(@(t1) © ¢(t1)) = ((t2) ® d(t2)| | Xoll + KLNM [ty — to]

+MN / 1 (61— 8) @ Bltr — 8)) — ((tz — 5) @ Btz — 9))]|ds.
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Since ¢(t) and ¥(¢) are both uniformly continuous on [0, 77, X is equi-continuous.
Thus X is relatively compact. If X g closed, then it is compact.
Let X3 € X and X, — X. For each X}, there is a uy, € [U(t)]* such that

(35)  Xu(t) = (¥(t) ® ¢(1)) Xo + /0 (Yt =) @ ot — 8))(In @ F(s))ur(s)ds.

Since uy, € [U(t)]*, it is closed, then there exists a subsequence {ur,} of {ur}

converging weakly to u € [U(t)]*. From Mazur’s theorem [3], there exists a sequence
of numbers A; > 0, Z A; = 1 such that Z Ajug,; converges strongly to u.

Thus from (3.5), we have

Z)\ Xk Z/\ ()Xo

(3.6) t
+ /0 (W(t — s) ® ¢t — $)) (I, @ F(s)) Z Ajug, (s)ds

From Fatou’s lemma, taking the limit on both sides of (3.6), we have
¢
@7 X(t) = (@) ©@e(t)Xo + / (Y(t = 5) @ ¢t — 5))(In © F(s))u(s)ds.
0
Thus X(?ﬁ) € f(o‘, and hence X is closed. R
Let X7, X5 € X, then there exist uj,us € [U(¢)]* such that
X{(t) = GO X1 () + (Lo @ F(t))ua(t)

and
X5(t) = G(t) Xa(t) + (In @ F(t))us(t).

LetX:AXl(t)+(1—A) 2(1), E)g/\g)l then
= AX{(1) + (1= N K5(0)
=2 (COX W) + (I ® FO)u (1)) + (1= 1) (GO Xa(t) + (I © FO)us (1))
= GO K1) + (1= N Xa(®)] + (T @ F(0) P () + (1 = Nua(0)]
Since [U(#)]* is convex, Auy (t) + (1 — Nua(t) € [U(t)]*, we have
X'(t) € GOX(t) + (I, ® F(t))[U(1)].

ie., X € X, Thus X is convex.

From Arzela-Ascoli theorem, we know that [X ()] is compact in R™", for every
t € [0,T)]. Also it is obvious that [X (¢)]* is convex in R"". Thus we have [X (£)]* €
Po(R™), for every t € [0, T]. Hence the claim.
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Claim (ii). [X(#)]*2 C [X(¢)]*, forall 0 < g < ap < 1.
Let 0 < a1 < ag < 1. Since [U(¢)]*2 C [U(t)]**, we have

S 1U (B2 cS 1U ] . and the following inclusion

X'(t) € G)X(t) + (I, ® F(t)
CG)X(t) + (I, ® F(t)[U(t)]™.

~—
Q:>
—~
~
=
Q
N

Consider the differential inclusions

(3.8) X'(t) e GH)X + (I, @ F(t))U2(t), t e [0,T]
and
(3.9) X'(t) e GH)X + (I, @ F(t)) U™ (t), te[0,T).

Let X2 and X' be the solution sets of (3.8) and (3.9) respectively. Clearly, the
solution of (3.8) satisfies the following inclusion

X(0) € (00 © o) Ko+ [ (00t =5) 6t = )L © F(5)Sy 00
C @O © )Xo+ [ (Wt =3) @0t = )L, © P55y ors

Thus X ¢ X, and hence [X ()]** C [X(t)]**. Hence the claim.

Claim (iii). If {ay} is a non-decreasing sequence converging to « > 0, then

Xat) = () X (¢).

k>1
Since U(t) is fuzzy set, we have [U(t)]* = () [U(t)]** and then
k>1
SlU(t = Slﬂ (k- Consider the inclusions
(3.10) X'(t) e GH)X + (I, @ F(£)U*(t)
and
(3.11) X'(t) € G)X + (I, ® F(1))U(1).

Let X and X be the solution sets of (3.10) and (3.11) respectively. Therefore
X'(t) € G)X + (I (t))[U( )]

=GHX + (I, ® F(t)) [()[U(

k>1

Ut

CENX + (L@ FE)NU@]™, ¥V (k=1,2,--).
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Thus we have X* C XO"C, k=1,2,---, which implies that

(3.12) X ()Xo
k>1

Let X be the solution set to the inclusion
(X (1) € G(6)X™ + (I, ® F(£))[0(1)]**, k > 1.

Then

X(0) € (0@ ) K+ [ (01t =5 @ 6t = )0 @ F(:)S o ds

it follows that

X(t) € (b(t) ® 6(t) xo+m/ (t =) © 8(t = 5)) (I © F())S}y o s

k>1

C ('(/}(t) ® ¢(t))XO +/O (’@[](t - S) ® (b(t - S))(I ® F( ))S m [U(s)]*k ds

= (4(t) ®¢(t))f(o+/0 (U(t = 5) @ ¢(t — 5))(In @ F(3))S[ 1 ds-

This implies that X € X“. Therefore

(3.13) [ X c X
E>1

From (3.12) and (3.13), we have

— ) e

k>1

=) X

k>1

and hence

From Claims (i)-(iii) and applying Theorem 2.1, there exists X (¢) € E™ on [0, 7]
such that X*(t) is a solution set to the dlfferentlal inclusions (3.3) and (3.4). Hence
the system (3.1), (3.2) is a fuzzy dynamical Lyapunov system, and it can be ex-
pressed as

(3.14) X'(t) = G X (1) + (I @ F(1))U (t), X(0) = {Xo}

(3.15) Y(t) = (I ® C(1)X(t) + (I, © D(#))U (1),
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The solution set of the fuzzy dynamical system (3.14), (3.15) is given by

(3.16)  X(t) € (¥(t) @ $(1))Xo + /O (%t = 5) ® ¢t — 5))(Ln © F(s5))U (s)ds.

4. Observability of fuzzy dynamical Lyapunov systems

In this section we introduce the notion of likely observability and obtain suffi-
cient conditions for fuzzy dynamical system (3.14), (3.15) to be likely observable.

The norm of a matrix A(t) = [a;;(t)] is defined by ||A(t)|| = max|a;;(¢)| and
ij

maximum norm defined by ||A|| = max ||A(?)].

t€[0,T)
Definition 4.1. The fuzzy system (3.14), (3.15) is said to be likely observable at
a-level over the interval [0,77, if the knowledge of the a-level input U(t) and the
a-level output Y'(t) over [0,7] suffices to determine the range of the initial state
Xo.

Theorem 4.1. The fuzzy system (3.14), (3.15) is likely observable on level a over
the interval [0,T), if (I, ® C(T))(Y(T) @ ¢(T')) is non-singular. Furthermore, let
uo(t) and yo(t) be the center points of U(t) and Y (t) respectively, and let X be
the possible initial point on «-level, then the range estimate for the initial value on
a-level is given by

(4.1) 1X* = Xol| < [[[(In © CT)@(T) @ $(T)] |
( max ||ya(T) = yo(T)|
va(T)EY(T)

HIDM - max Jua(T) = uo(T)]
ua (T)eU(T)

HCDI 1l el 1F1

T
/ max  ||ua(t) — uo(t)||dt
0

e (L) EU (L)

Proof. Let X be the solution set of fuzzy system (3.14), (3.15), then from (3.16),

we have

T

X(T) € ($(T) ® (1)) Xo + /0 (W(T — 5) © $(T — 5)) (I, @ F(s)) U (s)ds.
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It follows that
V2(T) € (I, ® O(T) ((T) @ ¢(T) Xo

+/0 (ll)(T—S)®¢>(T—8))(In®F(8))U“(S)dS> + (I, ® D(T))U(T),

where Y(T') is the a-level set of Y (T), which implies that
(I & CT)(W(T) © (T)) Xo € V(T) — (I @ DT (T)

T
— (I, ® C(T)) / (H(T = ) © 6(T — 8))(L, ® F(s))0 (s)ds.

Let X be the possible initial value, then we can write the above equation as

(42) (In® C( >><w< ) @ ¢(T ))?Nf‘* e Y(T) — (I, ® D(T))U*(T)
- 7)) fy (U(T = 5) @ §(T — 8))(I, @ F(s))T(s)ds.

Since ug, yo are the center points of U,y respectively, we have

(4.3) (In ® 0( N@W(T) ® ¢( ))Xo =yo(T) = (In @ D(T))uo(T)
I, ® C(T)) fy (T = ) @ ¢(T = 5))(Ln ® F(s))uo(s)ds.

From (4.2), (4.3) and the fact that (I, ®C( )N (W(T)@¢(T)) is nonsingular, we can
estimate the distance between X and XO as follows;

I[(n ® CD)(W(T) @ $(T)] (X = Xo) |
< maxd (W(T) — (I, ® D(T))U*(T)
T
~ (1@ M) [ (T =9 @ 0(T = )1, & F(s)0" (),
yo(T) — (I, ® D(T))uo(T)
T
— (I,®C(T) / (T = ) ® (T = 8))(In © F<s>>u0<s>ds>

< max |jyo(T) —yo(D[ + [[D(T)]|  max |lua(T) = uo(T)|
v (T)EY(T) ua(T)EU(T)

T
+ICOI 11 14l HFH/ max [ua(t) — uo(t)||dt.
) we (t)EU(t)
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Hence ~ A
[1X = Xoll < [[[(Tn @ C(T)(H(T) @ $(T))] ]

max Yo (T) — yo(T)||

Yo (T) €y (T)

HIDMI - max Afua(T) —uo(T)|
uo (T)eU(T)

SO 1l Mgl [1F1]
T

max |fua(t) - uO<t>||dt> .
0 ua(t)eU(t)

O

Remark 4.1. The condition of the Theorem 4.1 is only sufficient but not necessary
since one level is not enough to determine the non-singularity of (I,, @ C(T))(¢(T) ®

o(T)).

Example 4.1. Consider the fuzzy dynamical matrix Lyapunov system (1.1) satis-

fying (1.2) with
0 et 0
1:|7F(t)|:0 et:|7
0 1

0 -1 1
0
O(t):[l 0], D(t)z{g 8} andx():“ H

A(t)—{l 0 ] B(t) =

Also assume that a-level sets of input U(t) and output Y (t) are

[—V1—a,v1—q]
[a =1,1~a] —vVI—a,vI—a
U'oc: [a_171_a] }A/oz: 1 1
0.1(c —1),0.1(1 — )] |’ [?*\/1*04,%+\/1*Oé]
0.1(a — 1),0.1(1 — )] Vel ivimg

Then the fundamental matrices of (2.5), (2.6) are

o= ] wo- 4 5.

sint  cost

Clearly the center points of U(t) and Y (t) are
—00,0,0,0", yo = |0,0,%,
Uo = |Y,Y, U, y Yo = DD

And also

ol = max [[6(t)]] =1, [[¢| = max [[¢(t)

0<t<T 0<t<T

|:€T7Hya—y0|| =v1l-aq,
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I[(Zn ® CDO))WT) @ (D))" = e, Jua — uoll =1~ a,
IFl = e",ICll = 1,[ID]| = 0.

Substituting these values in (4.1), we have

[X* = Xol| < e TVI—a+T(1—a)’.

From the above inequality, it is easily observed that as T becomes larger, our
estimated area becomes larger. This means that as T increases it is difficult to

determine the initial value. As o — 1, then ||)~(" - Xo\\ — 0, i.e., X approaches

the initial value Xj.
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