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Abstract 

 
This paper presents a novel approach for facial motion tracking and facial expression 
cloning to create a realistic facial animation of a 3D avatar. The exact head pose 
estimation and facial expression tracking are critical issues that must be solved when 
developing vision-based computer animation. In this paper, we deal with these two 
problems. The proposed approach consists of two phases: dynamic head pose estimation 
and facial expression cloning. The dynamic head pose estimation can robustly estimate a 
3D head pose from input video images. Given an initial reference template of a face image 
and the corresponding 3D head pose, the full head motion is recovered by projecting a 
cylindrical head model onto the face image. It is possible to recover the head pose 
regardless of light variations and self-occlusion by updating the template dynamically. In 
the phase of synthesizing the facial expression, the variations of the major facial feature 
points of the face images are tracked by using optical flow and the variations are 
retargeted to the 3D face model. At the same time, we exploit the RBF (Radial Basis 
Function) to deform the local area of the face model around the major feature points. 
Consequently, facial expression synthesis is done by directly tracking the variations of the 
major feature points and indirectly estimating the variations of the regional feature points. 
From the experiments, we can prove that the proposed vision-based facial expression 
cloning method automatically estimates the 3D head pose and produces realistic 3D facial 
expressions in real time.  
 
 
Keywords: Head pose estimation, facial expression cloning, Radial Basis Function, optical 
flow 
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1. Introduction 

Realistic animated facial modeling and facial expression control of a 3D face model has been 
an important research field for diverse application areas such as virtual character animation for 
entertainment, 3D avatars in the internet, and 3D teleconferencing. Therefore, there has been a 
growing interest in developing more intuitive and natural interaction between the user and the 
computer based on facial expressions. The vision-based approach for face motion tracking and 
facial expression recognition is therefore an attractive input mode for better human-computer 
interaction. However, facial motion tracking is a tough challenge particularly in varying lighting 
conditions and when there is a moving, clustered background image. Facial expression 
retargeting is considered to be particularly critical for designing a human-centered interface and 
for generating facial expression animation. The analysis of facial information from the 
sequential video images has been an additional challenging problem that must be resolved to 
cope with the problems caused by facial motion tracking. 

Recent studies of vision-based facial motion tracking and facial expression control have been 
done to develop a real time facial animation system and facial expression cloning [1][2][3] 
[4][5]. While developing such a system, face pose estimation and tracking are tough challenges 
particularly in varying lighting conditions and with a moving, clustered background image. To 
solve such problems, many research methods have attempted to recover face motion from image 
sequences [6][7][8][9][10][11]. One method uses distinct image features [6], and this method 
works well when the features may be reliably tracked over the image sequence. When good 
feature correspondences are not available, tracking the entire facial region using a 3D head 
model is more effective. Both generic and user-specific models have been used for head motion 
recovery [8]. Much simpler geometric models such as the planer model and the ellipsoidal 
model, which are effective and robust against initialization errors, have been introduced [9]. 

In this paper, we propose automatic model-based 3D head pose estimation along with facial 
expression cloning for vision-based animation. The proposed approach consists of two parallel 
phases. The first phase is to estimate the 3D face pose from video images and the second phase 
is to synthesize a realistic facial expression. At the initial stage, a candidate facial region is 
determined from an input face image by using an HT skin color model, and the exact face is 
extracted from the candidate facial region by using template matching. The template face image 
is generated by making an average face image from training face images, and Principal 
Component Analysis (PCA) is applied to the average face image. The PCA can reduce the high 
dimensional data set to a low dimensional data set. When the face is detected, the two phases are 
processed in a parallel fashion. In the phase of motion estimation, a cylindrical head model is 
created and projected onto the detected face image. The head motion is tracked by using optical 
flow and the exact head pose is recovered by dynamically updating the projected template. In 
the phase of synthesizing the facial expression, the facial features are extracted and the 
variations of the major facial feature points of the input face images are tracked by using optical 
flow, and the variations are retargeted to the 3D face model. At the same time, in synthesizing 
the facial expression, a Gaussian RBF (Radial Basis Function) is used to deform the local region 
of the 3D face model around the detected major feature points. 

The rest of the paper is organized as follows. Section 2 presents motion estimation methods 
for face detection, facial feature extraction, and head pose tracking. Section 3 describes a facial 
expression synthesizing method based on scattered data interpolation with the Gaussian RBF 
(Radial Basis Function). Experimental results of face pose estimation and synthesized facial 
expressions created by the proposed method are provided in Section 4. In Section 5, the 
conclusion and future work is discussed. 
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2. Face Pose Estimation Method 

Estimating the exact head pose is critical for extracting and tracking the variations of the facial 
expression from the video image. Face detection is the first step before tracking the varying 
head motion from the sequential input images. It is proven that the nonparametric HT skin color 
model proposed by authors [12][13] is efficient in detecting the facial region rather than using 
the existing parametric skin color model when light variation is involved. Based on the HT skin 
color model, we can extract the candidate facial region. In this work, we consider minimal 
numbers of feature points that are needed to recognize a facial expression. We extract only 12 
major feature points such as the eye and mouth positions that are defined in MPEG 4 [4][5]. For 
extracting facial features, the geometric information of the face is used. The standard 
proportions for the human face can be used to determine its proper feature positions and find 
their orientation [14].  

For head pose estimation, we first project a cylindrical 3D model on the detected facial area. 
Using the projected cylindrical 3D model, the full head motion from the sequential input images 
is estimated by tracking the cylindrical template model [15] rather than tracking the facial 
region itself [16]. Fig. 1 illustrates a schematic flow for head pose estimation.  

 

 
Fig. 1. Projection of the cylindrical model to a face for head pose estimation 

Head motion tracking using a cylindrical 3D template can be described as follows. If we are 
given an image ),( tuI  at time t  where ),( yxu =  is a pixel in the image, at 1+t , u moves to 

),(' μuFu = , where μ  is the motion parameter vector and ),( μuF  is the parametric model that 
maps u  to the new position 'u . The motion vector μ  can be obtained by minimizing the 
following function when the illumination condition is unchanged. 
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where Ω is the region of the template at t . By using the Lucas-Kanade method [17][18], the 

problem of equation (1) can be solved as follows:  
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where tI  and uI  respectively are the temporal and spatial image gradients. μF  is the partial 

differential of F with respect to μ , which depends on the motion model and is computed at 
0=μ . To present the geometry of the entire head, the 3D cylindrical model is projected to the 

input face model and the head pose is estimated using the projected face model. If the location 
of the head pose at t is TzyxX ],,[= , then the location of the head pose at 1+t  becomes 
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when R is the rotation matrix with 3 degrees of freedom and T  is the 3D translation vector. 

Then the image projection μ of TzyxX ],,[=  at 1+t  can be defined as 
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where [ ]zyx ωωω ,, , [ ]zyx ttt ,, , and Lf represents the rotation, translation, and focal length 

respectively. Consequently, the motion model ),( μuF with the parameter 
[ ]zyxzyx ttt ,,,,, ωωωμ =  is defined by 
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In the real application, however, the occlusion caused by hands or other material frequently 

occurs and it makes the face pose tracking fail. In this work, the occlusion-induced problem can 
be resolved by dynamically updating the template while tracking the head pose. The single 
template through the entire image sequence is not adequate for coping with the problems like 
light change and self-occlusion. If any occlusion occurs in a certain frame, then the current 
template is removed and the most recently used template is recovered as a new template for the 
next frame. This improves the robustness of the head pose estimation. 

3. Facial Expression Cloning Method 

3.1 Local Model Deformation Using RBF 

Synthesizing a facial expression uses two fitting processes: one fits the estimated feature points 
in the generic model, which correspond to the major feature points obtained by optical flow, and 
the other modifies the non-major points, which are the points around the estimated facial feature 
points that correspond to the major facial features in the generic model using the interpolation 
technique. In previous works, in order to retarget the facial expression to a specific facial model, 
several methods such as scattered data interpolation, anthropometry techniques, and projection 
onto the cylindrical coordinates incorporated with a positive Laplacian field function have been 
introduced [17][18].  
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In this work, we have used scattered data interpolation to create a deformed shape of the non-
major feature points in the 3D face model. Scattered data interpolation refers to the problem of 
fitting a smooth surface through a scattered or non-uniform distribution of data points. We have 
considered the problem of scattered data interpolation as follows: 

Given,  
 

,),( 33 ℜ×ℜ∈ii qp   Ni ..1=                                                     (6) 
 
find a continuous function 33: ℜ→ℜf  
 

,)( ii qpf =     Ni ..1= .                                                       (7) 
 
The points ),( ii qp  are corresponding feature point pairs and the points in 3ℜ  are denoted 

either by xr , or ),,( zyxx =r . The class of solutions to the scattered data problems is classified into 
five categories based on the form of the solutions: polynomial or piecewise continuous 
polynomial parametric solutions, algebraic solutions, radial basis function methods, Shepard’s 
methods, and subdivision. Radial basis functions are used to define the interpolation function as 
a linear combination of radially symmetric basis functions, each centered on a particular feature 
point. In general, an RBF is a smooth, continuous function that interpolates the given data and 
provides at least 1C  continuity [19]. An RBF is capable of closely interpolating a smooth hyper-
surface such as human facial structures. Scattered data interpolation methods that are based on 
an RBF have some advantages. First, the deformation process does not require an equal number 
of nodes in the target meshes since missing points are interpolated. Second, mathematical 
support ensures that a deformed mesh approaches the target mesh if appropriate 
correspondences are selected [4]. 

An RBF generally consists of two functions. Given N corresponding feature point pairs, they 
can be described by the following equation, where ),,( zyxx =r ; 
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NkA  is the weight associated with the thN  RBF, centered at ix
r . )(xPmk

r  is a polynomial of 
degree m, or is not present. Φ  is a radial function and ∥∥ denotes the Euclidean norm, such 
that: 
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It is necessary to determine a proper basis function, weight, centers, and width parameter for 

interpolation. The nonlinear basis function Φ can be formed using a number of different 
functions: multiquadric, inverse multiquadric, Gaussian, thin-plate spline, shifted-LOG, and 
Cauchy. The choice of a basis function is determined by the dimension of the interpolation 
problem, the interpolation conditions, and the desired properties of the interpolation [19]. 

In this work, we adopt a Gaussian function as a basis function for facial expression control 
since it can exist without polynomial precision and it can be used to deform a complex structure 
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like a face. Moreover, it is localized in a neighborhood near the center in comparison to other 
functions that have a global response. The basis function of the Gaussian can be expressed by: 
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The synthesized facial expression is made by tracking the direct changes of the major feature 

points and by creating the appropriate variations of the minor facial feature points that may be 
affected by the change of each major feature point. We regard such an area as a local facial 
cluster. In this research, the extracted 12 major feature points are considered as centers of each 
local facial area. Therefore, we need to decide only the weight and width parameter for each 
cluster. Since we know the 3D coordinates of feature points xr  and vertices positions yr  of the 
3D face model that corresponds to the feature points, we can evaluate the weights by solving the 
following equations: 
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The range of influence of the basis function can be controlled by regulating the σ  parameter 

of the RBF. σ  is called the width or locality parameter. This parameter gives more weight to 
near feature points and less weight to far feature points. If the value of the width parameter 
increases, it induces a smooth and more global interpolation. In this research, because the basis 
function must be localized, we select an appropriate small parameter, but it is large enough to 
adequately represent the basis function’s range of influence. A few methods of selecting the 
width parameter have been introduced [19][20]. However, the currently used selection methods 
determine the width parameter experimentally and they apply the parameter to the face model 
globally. Thus, when we set the same parameter values at different points, it can induce an 
inaccurate interpolation result because the vertices of the 3D face model are scattered. Thus, 
different parameter values at different points can improve the accuracy of the interpolation.  

In this work, we propose a new parameter decision rule that is applicable to scattered data 
interpolation such as the generic face model. We make clusters of feature points to detect points 
under the influence of each width parameter. The width parameters of each cluster are 
determined by use of the mahalanobis distance between the major points of the major feature 
and the furthest non-major points from the feature point, and it can be obtained by 
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In formula (12), kxr is a point in the kth cluster and S is the covariance matrix.  
In order to verify the efficiency of the proposed parameter decision rule for scattered data 

interpolation, we make a comparison between the proposed method and currently used methods. 
A common way to determine the width or locality parameter is to obtain it experimentally.  
Since the experimentally determined single parameter is usually used for the interpolation of all 
of the scattered data, it is inappropriate to control the data locally. Meanwhile, the average 
distances between the feature points and the distributions of the feature points are also used for 
determining the width parameter [21][22]. These decision rules are expressed by 
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In the experiment, we have applied the parameter decision methods to the randomly 

generated data set. Since Gaussian functions presented in 2D are easily extendible into 3D, we 
can verify the efficiency by using a 2D graph. We generate 100 points randomly and arbitrary 
select 5 feature points as cluster centers among these data points. The transformed positions of 
non-selected points are measured when the selected feature points are moved. Fig. 2 shows RBF 
interpolation results when each width parameter decision rule is used. The dotted line is the 
desired shape and the solid line is the transformed shape from a straight baseline by use of the 
scattered interpolation with a different parameter decision rule. 

 

    
 ⒜ Results by the proposed method      ⒝ Result by the experimental method 

 

    
⒞ Result by average distance        ⒟ Result by distributions 

Fig. 2. RBF interpolation results using various width parameter decision rules 

In Fig. 2, we can find gaps between the transformed line and the desired line especially in-
between the fourth and fifth feature points. However, the line that is transformed by the 
proposed method is more similar to the desired line than the lines obtained by using the other 
decision rules. Fig. 3 shows the classification results based on the 12 major feature points. The 
local clusters that can be affected by the variations of major feature points are determined by the 
K-means clustering algorithm. For each cluster, a different width parameter is assigned for the 
scattered data interpolation during model deformation.                        . 
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Fig. 3. Twelve major facial feature points (left), their corresponding clusters (middle) and areas to be 
affected by the width parameters (right) 

3.2 Estimation of Animation Parameters 
In the facial expression cloning of a 3D face model, the geometric positions of the 3D model 
depend on both the facial features variation and the head pose variation from the input video 
image. The transformed positions of the facial feature points can be obtained from the feature 
positions of a frontal face image when the initial feature positions and the changed positions due 
to the head pose and facial variation are defined by 0v

r  and pv
r . Then the relationship between 0v

r  
and pv

r  is defined by 
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where fv

r is the positions of the features from the front of the face, v
r

δ  is the animation 
parameter that represents the variation from an initial feature point to a changed feature point, 
T  is the transform matrix, and R is the rotation matrix. T  and R  are defined by 
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Thus, the animation parameter v

r
δ  is simply the difference between 0v

r  and pv
r . Thus, we can 

define it as 
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where fv

r  can be calculated by 
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4. Experimental Results 
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All of the proposed methods are integrated into developing a real time facial expression 
synthesizing system for vision-based animation. Fig. 4 depicts the overall steps for generating 
facial expression cloning from input video images. The facial motion cloning can be obtained 
by performing two parallel phases concurrently. In the phase of head pose estimation, a 
cylindrical head model is projected onto the face image. Subsequently, the head motion is 
tracked and the exact head pose is recovered by dynamically updating the projected template. 
For facial expression cloning, major facial features are extracted and the variation of the facial 
feature points is traced and retargeted to the 3D avatar model. At the same time, RBF is used to 
deform the local region around the major feature points. 
 

 
Fig. 4. Overall steps for vision-based facial motion cloning system 

The results of face tracking and head pose estimation by projecting the cylindrical head 
model onto the detected face and tracking the face pose by using the optical flow method are 
illustrated in Fig. 5. The experiments show that head motion is fully recovered using the three 
different types of head pose variations consisting of translation, rotation, and back and forth 
movement. In this experiment, we have processed 10 frames per second for facial motion 
tracking and facial expression cloning. 
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Fig. 5. Three different types of head pose estimation 

The robustness of the developed face pose estimation is also proven against the partial 
occlusion caused by some objects. As shown in Fig. 6, the head pose is successfully recovered 
when facial area is partially occluded by hand or paper during tracking the facial region. 

 

 

 

Fig. 6. Head pose recovery from the partial occlusion  

Fig. 7 shows the synthesizing results of facial feature variations of the 3D face model 
according to the variation of facial features from the video images using the proposed facial 
feature clustering and the RBF. 

 
(a) The results of retargeted eye blinking 
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 (b) The results of retargeted smiling 

Fig. 7. Results of facial expression cloning 

We have compared the motion vectors (translation and rotation) between the proposed head 
motion estimation method and the feature-based method [16]. As illustrated in Fig. 8, the 
proposed method can estimate head motion in a stable fashion rather than using the feature-
based method when the degree of rotation is relatively high.  

 

 

 
Fig. 8. Comparative result between the proposed method and feature-based tracking 
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We also use other 3D avatars such as a professor model and a wolf model for real time facial 
expression control. The head pose estimation and facial motion variation results for the profes-
sor and wolf models according to the change of facial features points and head pose estimation 
are illustrated in Fig. 9. 

 

 
Fig. 9. Facial expression cloning of 3D avatar models 

5. Conclusion and Future Work 

In this paper, we proposed a real time vision-based approach for 3D head pose estimation and 
facial expression control for the face animation of a 3D avatar. For head pose estimation, a 
cylindrical head model was created and projected onto the detected face image. Then the head 
motion was tracked by using optical flow, and the exact head pose was recovered by 
dynamically updating the projected template. From the experiments, we showed that the 
proposed method can effectively recover the head pose fully even when self-occlusion occurs in 
the sequences of input images. The result of head pose estimation was used for real time facial 
expression retargeting to a virtual 3D avatar. For synthesizing the facial expression, the 
variations of the major facial feature points of the face images were tracked by use of optical 
flow, and the variations were retargeted to the 3D face model. At the same time, by applying 
scattered data interpolation with the RBF to the local deformation of the scattered facial features, 
points around the estimated major feature points of the 3D model were created. In this stage, we 
proposed a new width parameter decision method and showed how to use the locally applicable 
width parameters in the scattered facial feature point interpolation. From the experiments, we 
proved that the proposed vision-based facial expression cloning method automatically estimates 
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the 3D head pose and produces realistic 3D facial expressions from an input video image in real 
time. As for future work, the next step is to improve the realism of the synthesized facial 
expressions by detecting more meaningful feature points automatically and by applying them to 
synthesis of facial expressions. 
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