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Abstract

A FCM with locational price and regional information between locations are proposed in this paper. Any point in a networked system has its
own values indicating the physical characteristics of that networked system and regional information at the same time. The similarity
measure used for FCM in this paper is defined through the system-wide characteristic values at each point. To avoid the grouping of
geometrically distant locations with similar measures, the locational information are properly considered and incorporated in the proposed
similarity measure. We have verified that the proposed measure has produced proper classification of a networked system, followed by an

example of a networked electricity system.
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1. Introduction

The regional operation and planning of networked systems is
needed for the efficient and economical management of the
systems. Hence the research of system coherency has been made
[1-4].
emphasized on the dynamics grouping. At this point, we need

by numerous researchers However, studies are
novel approach to participate the total system into several
regions considering locational information, such as locational
cost, loss, regional distances, and so on. In this paper, grouping
the locations in a networked system with similar locational
prices has been proposed considering the regional coherency.
Locational prices in networked system imply the price at which
the good is consumed at each location. Due to the physical
characteristics of the transmission network of the systems, the
good is lost as it is transmitted from supplying locations to
consuming locations, and an additional supply must be provided
to compensate the loss. Also, the transmission network of the
systems has a capacity limitation preventing full uses of cheap
production. Therefore, location prices at each point or node, is
differently decided depending the network topology and
supply/demand configuration. Similarity measure has been
known as the complementary meaning of the distance measure
[5-9]. Hence, we consider the partitioning measure not only
similarity measure but also regional information i.e. distance
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measure. In the previous literatures, we had constructed
similarity measure through distance measure or fuzzy entropy
function [10]. Well known-Hamming distance was used to
construct fuzzy entropy, so we composed the fuzzy entropy
function through Hamming distance measure. With only
similarity measure, we can obtain unpractical results, which are
far locating points. Hence we add the regional information to
complete modified similarity measure.

In the next section, FCM, similarity measure and modified
similarity are introduced. Also modified similarity measure is
constructed with the regional information. In Section 3,
illustrative examples are shown. In the example, we obtain
proper partitioning, which consider both similarity and regional
information. Conclusions are followed in Section 4.

2. Fuzzy C-means clustering and
similarity measure

Fuzzy C-means clustering was proposed by Bezdek in 1973
as an improvement over HCM(Hard C-means)[10]. FCM play a
roll of partitioning arbitrary vectors into fuzzy groups, also it
finds a cluster center for each group such that a cost function of
similarity measure is maximized, or dissimilarity measure is
minimized.

2.1 Preliminaries
We will illustrate the FCM result briefly reference [11].
Membership matrix [ is satisfied as follows



Application of Similarity Measure for Fuzzy C—Means Clustering to Power System Management

Su, =15 =1.n. M

i=1

The cost function for FCM is constructed by
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where u, is between 0 and 1, ¢; s the center of fuzzy group

i, dij :}ci —cj‘ is the Euclidean distance between i -th

cluster center and the ; -the data point , , and is the weighting
J

value. With Lagrange multiplier, the necessary conditions for
equation (2) to reach a minimum are reference [11]
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Now for minimizing of equation (2), the less distance is, the
smaller cost function become. Hence distance means the
similarity between two data points. Finding similarity is
determined from the types of data, time series signal, image,
sound, etc. Now we need proper similarity measure.

2.2 Similarity measure with distance function

By the similarity measure definition of Liu [5], similarity
between set A4 and set Brepresent that common area of two
fuzzy membership functions are proportional to the degree of

similarity. We propose the following theorem as a similarity
measure.
Theorem 2.1 For any set 4,BeF(X), or F(x), if d

satisfies Hamming distance measure, then
s(4,8)=2-d((4nB)[1])-d((40B) 0] €)

is the similarity measure between set 4 and set B .

Proof can be found in reference [9]. Another similarity
measure is illustrated in the following theorem.

Theorem 2.2 For any set 4, BeF(X) , if d satisfies

Hamming distance measure, then
s(4.8)=1-d((4nB)[0])-d((4v 5)[T]) Q)

is the similarity measure between set 4 and setB .

Proofs are also shown similarly as Theorem 2.1.

Of course there are numerous similarity measures satisfying
similarity measure definition. With the designed similarity
various similar characteristic properties can be grouped by
replacing d; in equation (2) into proposed similarities
equation (3) and equation (4). If two or more measures are

necessary for grouping, we have to consider more similarity
measure.

2.3 New Similarity with Regional Information

In the previous section we have derived the modified
similarity measures which satisfying the definition of similarity.
To apply FCM with 4, =|C,- —C,-| , it is required that has to
satisfy similarity property. Hence we replace d, into the

proposed similarity measure equation (3) and equation (4).
However proposed similarity measure can group for the point
that having similar characteristic values. For the large scale
system whose similar measure values are close, however they
are located far away. Then it is not realistic to gather even
though they have similar valued measure. So we need another
characteristic values considering regional information. Besides
of equation (3) and equation (4), we consider

5,(4,B)= 2/(1 +distance( 4, B)) (5

where distance is the geometrical distance value.

We consider the combined similarity measure as
s(4,B) =ws,(4,B)+w,s,(4,B) (6)

where, s(4,B)=2~d((4nB)[1))-d((4v B)[0]) or

s(4,8)=1-d((4~B)[0])-a((4vB)[1))> w and w, are the

weighting values.

We can verify the usefulness of equation (6) as follows,
properties of s (4,8) are proved in Theorem 2.1 and 2.2.

Usefulness for the similarity of s (4,5) can be verified as
follows:

Commutative values of distance are same, hence (S1) is easily
shown. From (82), distance D of Dcand is the longest, hence
5, (D, DC) is the minimum value. For all v4,BeF(X),,
inequality of (S3) is proved by

5,(4,B) =2/(1+ distance(4, B))
<2/(1+distance(D, D))
=s,(D,D)

In the above
distance(D, D) is the smallest value, i.e., zero.

So (S3) can be verified.
Finally, (S4)is v4,B,C < F(X),

, and satisfy triangular points, then
5,(4,B) =2/(1+ distance(4, B))
<2/(1+distance(4,C))
=9, (A: C)
where distance (4,¢) is longer than distance (4, 5).
Similarly,
s,(B,C)=2/(1+distance(B,C))

<2/(1+distance(4, C))
=5,(4,C)
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is satisfied. Hence we can verify that ,(4,8) satisfies the

similarity measure definition. Then we use equation (6) as the
modified similarity measure for the measuring of particular
points which have characteristic values and regional information
at the same time. Modified similarity measure is applied in the
following example.

3. Partitioning Power System

With our proposed FCM, we replace d, = |C.~ - le in equation
(2) to s(4,B)in equation (6), and illustrate the system which has

characteristic values and regional information at the same time.
As a test system, we consider the IEEE reliability test system
which is prepared by the reliability test system task force of the
application of probability methods subcommittee on 1996
reference [12]. In Fig. 1, 39 buses and 10 generators are
contained, and each bus has its own locational price and
locational information as Table 1. In networked electricity
systems, due to the physical characteristics of the electricity
transmission network, electricity is lost when it is transmitted
from supplying nodes to consuming nodes, and additional
generation must be supplied to provide energy in excess of that
consumed by customers. Moreover, the capacity limitation of
the transmission network of electricity systems prevents full
uses of system wide cheap electricity. Therefore, electricity
price at each node, i.e., the price at which the electricity is
consumed at each node is differently decided depending the
network topology and energy configuration. The electricity
prices at each node is defined as locational prices at each node
and the locational prices represent the locational value of energy,
which includes the cost of electricity and the cost of delivering it,
i.e., the delivery losses and network congestion. In Table 1 each
locational price per kWh are illustrated for the 39 buses, and per
unit geometrical information for each nodes are also shown.
Locational prices of each nodes are from 28.53 to 55.00, and 39
locational information are represented through 2-dimensional
plane at which plane is assumed to be flat. However just one
information is not sufficient to solve grouping problem. For
example, BUS 16 has exact locational price 45.84 with BUS 23.
However their locational informations are (6.5, 4) and (11.1,
2.8), respectively. Therefore we consider not only locational
price but also geometrical information for the purpose
partitioning power interconnected system properly.

With the combined similarity measure equation (6) we
construct similarity for each nodes. (1,1) represent the modified

similarity BUS 1 to BUS 1, it is natural to satisfy 2.4 = 0.4 + 2,
Maximum similarity of s (4,8) is 0.4, and maximum value of

5,(4,B) is 2. Because of discrepancy of locational prices and

location we adjust similarity measure as follows.

20

Fig. 1. A networked electricity system

Table 1. Locational prices and locations at each node

locational price | Location locat'lonal Location
BUS 1 sawn)  |gerwin| 20 | P | perunit)
($/kWh)
BUSI1 29.21 (0.9,9)|BUS20 45.84 6.9,1.7)
BUS2 28.53 (0.6, 6.2) | BUS21 45.84 (8.7,2.8)
BUS3 31.40 (3,7.5) {BUS22 45.84 (10,2.8)
BUS4 32.78 (4.7,7.5)| BUS23 45.84  (11.1,2.8)
BUS5 37.57 (7,7.6) | BUS24 45.84 (8.2,4.3)
BUS6 38.26 (8.5, 7.6)| BUS25 24.98 (1.4,4.7)
BUS7 37.81 (9.6, 8.4)| BUS26 55.00 2.7,3)
BUS8 37.35 (8.5,9.1)| BUS27 51.45 (4.6, 3.5)
BUS9 30.56 (6.1,9.5)| BUS28 55.00 2.7, 1.5)
BUS10 40.00 (10.8, 5.8) BUS29 55.00 (2.7,0.8)
BUS11 39.42 (9.7, 6.3)| BUS30 28.53 0,6.2)
BUS12 40.00 (11.1.7.1) BUS31 38.26 (8.3, 6.6)
BUSI13 40.58 (8.5,5.5)| BUS32 40.00 (11.3,5.8)
BUS14 41.74 (6.6, 6) | BUS33 45.84 8,1.7)
BUS15 43.79 (6.6,4.9)| BUS34 45.84 55,1
BUS16 45.84 (6.5,4) | BUS35 45.84 (10, 1.6)
BUS17 47.90 (5,4.5) | BUS36 4584 (11.1,1.6
BUSI8 46.40 (4.2,6) |BUS37 24.98 (0.7,3.7)
BUSI9 45.84 (6.9, 2.8)| BUS38 55.00 (2.7,0)
BUS39 29.88 (34,9.5)

s(4,B)=1.4-d((4 B),1]))-d((4u B),[0])

Maximum difference of locational price 55.00 - 28.58 = 26.47
and maximum distance BUS12 to BUS2 are normalized. With
this modification the similarity of BUS1 and BUS2 or BUS 2
and BUS 1 is 2.08, successively the 39X39 symmetric matrix
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can be constructed. The part of the 39<39 full matrix is shown

in Table 2. In this calculation, we have assigned weighting
values w, is 1 and w, is 0.2, If we consider the regional

Table 4. Grouping with similarity values (similarity = 1.2)

information more, then we can adjust value of w,-

Table 2. Combined similarity measures between 39 nodes

BUSI [ BUS2 | BUS3 | BUS4 | BUS5 | BUS6 | BUS7 | BUS8 | BUS9 [BUS1()
BUS1| 240 [2.08 [2.03 |1.95 [ 175 [1.72 | 1.73 | 1.75 | 2.01 | 1.64
BUS2{2.08 | 240 [2.00 | 192 [172 | 1.69 | 1.70 { 1.72 | 1.98 | 1.62
BUS3}2.03 |2.00 | 240 [2.10 [1.86 | 1.81 | 1.82 | 1.84 | 2.05 | 1.73
BUS4§1.95 1192 |2.10 | 240 [1.95 | 1.88 [1.88 | 1.91 [2.04 | 1.79
BUSS5| 175 | 1.72 [ 1.86 | 1.95 | 2.40 |2.13 | 210 {2.12 | 1.87 | 1.99
BUS6] 1.72 | 1.69 | 1.81 | 1.88 [2.13 |2.40 | 215 |2.13 | 1.82 | 2.04
BUS7{1.73 [ 1.70 [ 1.82 | 1.88 |2.10 | 2.15 | 240 | 2.16 | 1.82 | 2.02
BUS8{1.75 | 1.72 | 1.84 | 191 [2.12 [213 [2.16 |2.40 | 1.87 | 1.98
BUS9 2.01 |1.98 [2.05 [2.04 {187 |1.82 | 1.82 | 1.87 | 240 | 1.71
IBUS10] 1.64 | 1.62 1 1.73 [ 1.79 | 1.99 [2.04 |2.02 [ 198 | 1.71 | 2.40

IBUS31[BUS32[BUS33IBUS34BUS35BUS36/BUS37|BUS38[BUS39)

BUS31}2.40 1203 | 179 | 1.78 | 1.79 | 1.78 | 1.56 | 1.43 | 1.76
BUS32| 2.03 | 240 | 1.85 | 1.83 | 1.86 | 1.86 | 1.49 | 1.49 | 1.67
BUS33{ 1.79 | 1.85 | 240 | 2.11 | 2.13 [2.10 {129 {1.73 | 1.46
IBUS34] 1.78 | 1.83 | 2.11 | 2.40 | 2.07 | 2.06 | 1.30 [ 1.77 | 146
IBUS35| 1.79 | 1.86 | 2.13 | 2.07 | 2.40 [ 2.19 | 128 | 1.71 | 1.46
BUS36| 1.78 | 1.86 | 2.10 | 2.06 | 2.19 [ 2.40 [1.28 | 1.71 | 1.45
BUS37) 1.56 | 1.49 | 1.29 {1.30 | 1.28 | 1.28 [ 240 | 0.98 | 1.88
BUS38( 143 | 149 [1.73 1177 | 1.71 | 171 | 098 | 240 | 1.12
IBUS39( 1.76 | 1.67 [ 146 | 1.46 | 1.46 | 1.45 | 1.88 | 1.12 | 2.40

Through this result, we have grouped the given networked
electricity systems with similarity values as in Table 3 and 4.
These results are obtained with similarity level computations,
we do not consider FCM yet.

Table 3. Grouping with similarity values (similarity = 1.8)

singularity 3,4,5,6,9,11,15,16,17,24,27
Groupl 13,14
Group2 1,2,30,39,25,37
Group3 7,8
Group4 10,12,32,31
Group5 18,19,20,21,22,23
Group6 26,28,29,38
Group7 33,34,35,36

singularity 3,25,26,27,28,29,37,38
Groupl 1,2,9,30,39
4,5,6,7,8,10,11,12,13,14,15,
Group2 16,17,18,19,20,21,22,23,24,
31,32,33,34,35,36

These Table 3 and Table 4 indicate that the lower similarity
value is, the fewer group number is. As we mentioned before,
weighting value can be adjusted to consider more locational
price or regional information.

For FCM consideration at first, we showed the 39 buses as 3
groups, and the result is illustrated in Fig. 2. 39 buses are shown
in 3 dimensional space, x— ) plane is represented as the

locational information and height means the locational price. 3
dimensional 39 vectors are projected to the x— y plane, in Fig.
2 we obtain the result of with only locational information. Result
shows that there are no changes with only locational
consideration. This strict condition does not satisfy the user's
request. Hence we will consider the locational price and
locational information simultaneously.

Clustering(cluster 3, only distance)

Fig. 2. Clustering(y; =0, w,=1)

Next, the weighting values v, and ., are tuned repetitively.

We have obtained 0.27 and 0.73, respectively. At those
weighting values any noticeable changes. The result is shown in
Fig. 3. In final result we cannot notice any special changes,
however there are so many changes near the cluster boundaries
at each iterations. As a result, we have to determine weighting
values properly for the useful applications. Different cluster
number can invoke other grouping status.
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Clustering(cluster 3, w1=0.27, w2=0.73)

Fig. 3. Clustering (w,=0.27, 4,=0.73)

4. Conclusions

We have introduced the similarity measure, and constructed
the similarity measure using distance measure. For grouping of
the large networked system, regional information should be
properly considered in the formulation of the similarity measure.
In this paper, therefore, we have proposed a modified similarity
measure accompanied with regional information and the
proposed idea for the modified similarity measure is verified on
the networked electricity systems. IEEE reliability test system
with 39 nodes are tested as a sample system and from the
illustrative example, we can check the coherency between the
degree of similarity level and the number of clusters.
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