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( Implementation of Absolute Delay Differentiation Scheme in
Next-Generation Networks )
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Abstract

In this paper, an algorithm that provisions absolute differentiation of packet delays is proposed, simulated, and
implemented with VHDL on XPC 860 CPU based test board with an objective for enhancing quality of service (QoS) in
future packet networks. It features a scheme that compensates the deviation for prediction on the traffic to be arrived
continuously. It predicts the traffic to be arrived at the beginning of a time slot and measures the actual arrived traffic at
the end of the time slot and derives the difference between them. The deviation is utilized to the delay control operation
for the next time slot to offset it. As it compensates the prediction error continuously, it shows superior adaptability to the
bursty traffic as well as the exponential traffic. It is demonstrated through both simulation and the real traffic test on the
board that the algorithm meets the quantitative delay bounds and shows superiority to the traffic fluctuation in comparison
with the conventional non-adaptive mechanism
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I. Introduction end-to-end QoS guarantees to each individual data

flow, requires per—flow-based resource allocation and

Two broad paradigms for quality-of-service in the service provisioning and, thus, suffers from the
Internet  have  emerged, namely  integrated scalability and manageability problems due to the

services(IntServ) and differentiated services(DiffServ) huge amount of data flows.
1~2 The IntServ model, which aims to provide hard This lack of scalability is, to a large extent, being
addressed within the DiffServ architecture. In the
234, sohgFded DiffServ model, traffic is aggregated into a finite
(Department of Broadcasting Communication, . 1 . diff
DongAh Institute of Media and Arts) number of service classes that receive erent
A, TFAANEANETY GEBNFHATFEE forwarding treatment. It achieves scalability and
?é?}i )EL ATE manageability by providing quality per traffic
Pedak 200798493y, 3¢5 Y 2008924929 aggregate and not per application flow. However, it's
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drawback is difficulty in contriving efficient resource
allocation mechanisms to guarantee the end-to-end
QoS of each individual data flow.

With superiority in terms of scalability and
manageability, the DiffServ gaining more
popularity as the QoS paradigm for the future
Internet. Several schemes are devised to realize the
DiffServ philosophy. At one end of the spectrum,
absolute differentiated services seek to provide

is

end-to-end absolute performance measures without
per-flow state in the network core™. At the other
end of the spectrum, relative differentiated services
seek to provide per-class relative services™, In this
model, the traffic from a higher priority class will
receive no worse service than the traffic from a
lower priority class.

In our view, absolute differentiated service is
essential for handling a real-time application which
requires guaranteed QoS measures for future Internet.
In addition, proportional differentiated service is also
needed to handle the soft-real time service which is
tolerant to occasional delay violations and hence do
not require strict delay bounds.
it QoS
architecture that provides any mix of absolute and
relative differentiated schemes under the DiffServ
paradigm is the most suitable service architectures
for future Internet.

In this paper, an algorithm that enforces absolute
differentiation of packet delays is proposed and the

Consequently, is perceived that the

implementation scheme for it is presented In [5],
Joint Buffer Management and Scheduling(JoBS)
scheme is suggested, and it provides relative and
absolute per—class service differentiation for delays
and loss rate. It makes predictions on the delays of
backlogged traffic, and uses the predictions to update
the service rate of classes and the amount of traffic
to be dropped. Our approach is similar to [5] in that
it predicts delays of backlogged traffic and uses the
predictions to update the service rate of classes, but
main difference is whether the prediction error which
occurs indispensably is utilized on future control
operation. While most conventional schemes don't
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reflect the prediction error, our algorithm makes use
of the deviation to improve the QoS quality. More
specifically, it predicts traffic to be arrived at the
beginning of a time slot and also measures the actual
arrived traffic at the end of a time slot. The
prediction deviation is derived at the beginning of a
next time slot, and it is quantified to be reflected to
the delay control mechanism for the next time slot.
The target delay is adjusted by some extent which is
determined by the prediction error at every time slot.
As the suggested algorithm the
prediction error at every time slot, it shows the
superior adaptability to the bursty traffic as well as
the exponential traffic as compared with conventional

compensates

approaches.

The remainder of this paper is organized as
follows. In Section I, an algorithm which provisions
the quantitative differentiated services is developed.
Following this, in Section IV, a set of simulation
experiments to illustrate the performance of the
scheme is presented. In Section V, the contents
relating to the implementation of the algorithm and
the performance of it under the implementation are
in Section VI,

remarks are presented.

given. Finally, some concluding

I. Related Work

In DiffServ architecture, an admission control
scheme is mainly used to provide QoS guarantees by
reserving appropriate resource’®. There are two basic
approaches to admission control. The first, which is
the
amount of network resources required to support a

called parameter-based approach, computes
set of flows given a priori flow characteristics. The

second, measurement-hased approach, relies on
measurement of actual traffic load in order to make
admission decisions. Measurement-based approaches
are classified to two schemes, envelopes—based[7~8],
and probing-based™.

In [10] and [11], the definition of a statistical
bound on arriving traffic is employed to obtain the

statistical multiplexing gain in a single node with a
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packet scheduling algorithm under the scalability
constraint.

In [12], the probing rate at a receiver is used as
the admission condition. The loss probability of
probing packets is used as a threshold to admit or
reject a flow in [13].

Relative delay differentiation is first discussed in
detail in (14]. In [14], two packet schedulers that try
to achieve proportional delay differentiation is
presented. However, the schedulers are not ideal, in
the sense that, the average delays experienced by
different classes tend to deviate from the proportional
model under light traffic loads.

Joint Buffer Management and Scheduling(JoBS) is
suggested in [5], and provides relative and absolute
per—class service differentiation for delays and loss
rate. It makes predictions on the delays of
backlogged traffic, and uses the predictions to update
the service rate of classes and the amount of traffic
to be dropped.

In [15], extended weight fair queueing(WFQ) is
devised and proportional
differentiation service. It shows that the

applied to delay
delay
requirements can be achieved efficiently.

A new scheduler, Deadline Fair Sharing(DFS), is
suggested in [16). It operates in a dynamic weighted
fair manner to provide an absolute delay guarantee
and proportional delay and loss differentiation
guarantees.

Probing mechanism which is incorporated into the
EEAC-SV scheme is devised to enhance the
end-to-end QoS granularity in the DiffServ network

in [17].
1I. Adaptive Delay Differentiation Model

1. Service Differentiation Model

It is assumed that there are N service classes, and
class i+l is better than class i, in terms of service
metrics. With this convention, the service guarantees
for the classes can be expressed. An absolute delay
guarantee on class 1 is specified as

(17)
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D <D, Vvie{l,.,M} (1)

where I is a desired delay bound of class i. The
proportional delay guarantee between class i and
class i+] is defined as

Dy
D,

k3

(2

=a;, Vie {M+1,..,N}

where o is a constant that quantifies the

proportional differentiation desired.

2. Node Architecture

The proposed node architecture is shown in Figure
1. The classifier classifies incoming traffic into a
number of classes and the scheduler then serves
traffic in class buffers. Input traffic is predicted at
the beginning of the time slot and measured at the
end of the time slot, and the difference will feed into
a process to adjust the service rate in the scheduler

periodically.
Arrival rate N
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Fig. 1.

M otEl AJAHR] =,
The proposed system architecture.

3. Service Rate Adjustment

As illustrated in Figure 2, time axis is slotted with
interval T, and time slot n spans the time interval
[ta1, tal.

The input rate & (n) of class i for the time slot n
is predicted with the weighted moving average
schemes like equation (3) with p = 0.9. Specifically,
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0 3 ) oo t, Therefore, the upper bound of the service rate
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Fig. 2. Time axis notation.

predicted values are indicated by a tilde(™).

Ak
Xn)=1-p) "+ pAi(n—1)

@)

The backlog B() of class i at time t is derived
from g(t) and r7(t) like equation (4) where gri"(¢)
is the arrived traffic at class i buffer and g () is
the serviced traffic from class i buffer in the interval
[0, t] respectively.

B (t) =R™(t) - R (t) @)

Now, some parameters related a class 1 are
predicted to derive the service rate for the next time
slot n. With the predicted input rate for the next time
slot n of equation (3), the prediction of the class i
input traffic for next time slot n, Z*(t;t € [t,_,,t.]), IS
given by

R (tit € [ty—,t,)) =N (n) X (t~t, ;). B

Similarly, with the definition of service rate « (n)
of class i buffer for next time slot n, the predicted
serviced traffic of class buffer i for next time slot n,
R (t;t € [taey, ta]), 1S given by

R (tt € [ty_y,t,)) =% (n) X (t—t,_,) (6)

With the equation (5) and (6), the predicted
backlog B (t;t € [t._y,t.])) of class buffer i for next

time slot n is derived as

Bt € [tas, ta]) =B (tasr) +{ M () =% ()} X (E—t,_,).
(7

Since the backlog is always positive, the service
rate is constrained by

7 Bi(tn—l)
7i(n) 51.—(")*’::_1—

8

When the variable, t-t..;, is T, the maximum value

(18)

constrained by the backlog is given by

_7 Bi(tn—-l)
J/i,max,backlog(n) - ﬂ’i(n) + T . (9)
The predicted delay Dittelt,ut,]) of a class i
input packet arriving to the buffer i at time t,
t€ [t,—1,t,], is described as

Dt ltyt, D= )
_ B, )+ -y, m)x(t-1,,)
- %) 40 (10)

In equation (10), di(t) is the residual service time
of the packet being serviced when a class i packet is
arrived to the buffer at time t and is upper bounded
by L/C where L is the maximum packet length and
C is the output link capacity. The maximum
predicted delay at time slot n, D, .. (n), is obtained
when the variable, t-t,-;, is T .

~ 1 ~ L

D,-.,..ax(n>-m{a,-(rn-.)+T[z,-(n>—y,-(n)]}+5. 1)
Now with D, .. (n) <D’ for the absolute delay

guarantee, and in (11), the lower bound for the
service rate is obtained as

oy B TR0,

D+T-2 12)

As
condition for T is derived as

the service rate is always positive, the

r> L

C (13)

D

The predicted delay in equation (10) is for the
fixed service rate whose value is determined at the
beginning of time slot n and the predicted input rate
for time slot n. In order to make the delay less than
the desired absolute delay D,-*, the lower bound of
service rate is obtained. As the same class packets
require the same amount of absolute delay but the
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input rate may vary, the algorithm allows service
rate to be changed at every time slot. The resulting
delay can be bigger than any number of time slots,
but less than the desired absolute delay.

As we previously mentioned, it is a feature of our
algorithm that the prediction error on the input rates
over current time slot is reflected on the derivation of
the service rates for the next time slot. That is, as
the actual input rates can be calculated at the end of
time slot nthe prediction error on delay can be
derived. With the derived delay error on current time
slot, the target delay on next time slot is changed to
reflect the error. In order to reflect the prediction
error on the derivation of the service rates, the error
AX;(n) between the measured input rates X;(n)

and the predicted input rates \(n) is defined as

AAy(n) = 2,(n) = A, (n). (14)

With the definition of (14), the delay difference
A D, A, (n) caused by the prediction error A),; on

input rates is derived from (11), and given by

AD,, (n) =T 2A®).
o ()

(15)

The actual maximum delays D, ,,.(n) over time
slot n is adjusted with that extent of (15), and
expressed as

D, () = [B e (m) +AD, o, ()]

1 - L]
:[m{Bi(tnq)"'T[ﬂi(n)+Mi(")_7i(")]}+6:| - (16)

where [z]* =max{z,0}. As one of our objective is
to find the appropriate value of service rate v; so

that D,

1.max

(n) < D/, the service rates for the time

slot n+l is derived from (16), and it is as follows:

y(n+1)2 Bi(tn)+T{Z(n+1)+M(n)}.

D,.'+T—£
C

(1n

The service rate that can be allocated to class i is
upper bounded by the output link capacity minus the
minimum service rates needed by the other classes,

19

that is,

yl‘.max.capacity (n + 1) =C- Z ;’j,min (n + 1)

J®i

(18)

Therefore, the maximum service rate is given in
(19).

7i,max (n + 1) = min{yi.mnx,capacify (n + l)’ yi.max,bach log (n + I)} (19)

Therefore, the service rate can take any value
Yiin+1) with v . (n+1) <4, (n+1) < Yimae (M H1)

subject to the constraint Y,y (n+1) < C.

IV. Simulation

Simulations for the examination of efficiency and
comparisons between three proposed algorithms and
the conventional algorithm have been conducted in
this section with OPNET simulator. We fix the time
period T to 0.1s. The value N is set to 5. The delay
scale is set to seconds for all simulations. Since the
main difference of our algorithm is the adaptability of
the traffic prediction error, we call our algorithm as
adaptive algorithm and the conventional algorithm as
non-adaptive scheme. We simulate our algorithm and
non-adaptive algorithm with the simple network
topology illustrated in Fig. 3. Each source node
generates number of traffic flows whose time
inter-arrival and packet size are exponentially
distributed with mean 0.001 seconds and 1000 bits.
We create two absolute service classes 1 and 2, and
two proportional classes 3 and 4 in node A and B.
The delay requirements are set to 20ms and 40ms
respectively for the absolute delay, and o3 = 0.5 for
the proportional delay. Traffic load distribution is set
to 30%, 20%, 30%, and 209% respectively. Link

8 3 =29 AEHE HEYIT €y
Fig. 3. Simulated network topology.
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Fig. 4. Delay of class 1 with exponential traffic load.
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Fig. 5. Absolute delay to the bursty traffic.

capacity is set to 100Mbps and the link propagation
delay is assumed to be negligible.

Fig. 4 shows a result of queueing delay of class 1
for an exponential traffic. It shows that the adaptive
the delay bound while
non—adaptive scheme frequently exceeds the delay
bound.

Since current Internet traffic is not exponential,
more realistic traffic that reflects bursty characteristic
needs to be considered. For realistic traffic, we create
hundreds of flows which follow Pareto distribution
with shaper value 1.9. In addition, the duration of
flows follows Pareto distribution with shaper value of
19.

We simulate the algorithm using the traffic and
results are shown as Fig. 5. In this scenario, most of

scheme clearly meets
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average delay does not meet the delay boundary of
20ms for non-adaptive algorithm while most of them
meet the bound in our algorithm. This superiority to
the bursty traffic is anticipated since our algorithm
operates to compensate the deviation caused by the
bursty characteristic of the traffic continuously.

V. Implementation

The test board for implementing the suggested
algorithm is shown in Fig. 6.

It is mainly composed of 10/100 Base T
PHY/MAC, XPC80P CPU and Xilinx Spartan
XC3S1500 FPGA. The suggested algorithm is
implemented with VHDL on Xilinx Spartan XC351500
FPGA and the board is controlled with XPC860P
CPU. The simulation is performed with ModelSim SE
5.7d.

The synthesized circuit for the suggested aigorithm
is shown in Fig. 7.

The signals, addr(2:0), cpu_clk, cs, rw, data(7:0),
and ta_n are used in interfacing with the CPU. The
CPU sets the target delay on the FPGA, starts the
operation, and gets the delay results. The delay
results are given with delay_sum(0:30) and
delay_count(0:30).

Fig. 8 the for the

shows internal  blocks

XPCBEOP CPU
10/100 Base T
PHY

10100 Base T 10100 Base 7

[
I
I
I

!
|
|
|

e AIY BEE
Fig. 6 The test board for implementing the suggested
algorithm.
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Fig. 7. The synthesized circuit
algorithm.
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Fig. 8. The internal blocks for the synthesized circuit.

synthesized circuit.

Clock divide part divides 50[MHz] clock to
generate 125[MHz] clock for accommodate the
100[Mbps] Ethernet signal with 8bits operations.
FIFO Write part accounts for generating the Ethernet
data and inserting it to the FIFO. Traffic Measure
part constantly measures the input traffic rate and

(21)
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Fig. 9. Post route simulation result(target delay:1[us]).

sends the measured traffic value to Traffic Predict
part. Traffic Predict part predicts the traffic amount
which will be arriving for the next time slot and the
predicted one is sent to Service Rate Control part.
Service Rate Control part derives the service rate to
FIFOs from the delay differentiation algorithm which
is suggested in chapter II. Lastly, Performance
Measure part calculates the average delay from
measuring the difference between the arrival time and
the service time of the traffic. ,

DELAY SUM and DELAY_CNT which are the
outputs of Performance Measure part indicate the
sum of delays for the measured packets and the
number of packets during the measured time
respectively. As the input packets are arriving at the
rate of 125[MHz], the accurate average delay is
derived from (DELAY_SUM / DELAY_CNT) /
125[usl.

Fig. 9 is the post route simulation result in case
that the target delay is set to 1lus]. As
DELAY_SUM and DELAY_CNT are 7713 and 1062

respectively, the target delay is satisfied because the

7713 1

simulated average delay is To2 < 1250wl

=0.58{us].

E 1. AMEEENM ZHE xjd
Table 1. The delay measured at the test board,
Target delay[us] Measured delay[us]
1 05
7 5
15 11
23 17
87 66
255 176
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The post route simulation is performed for the case
of the target delay of 3 us, 5 us, and 15 us, and the
resulting delays are 1.84 us, 326 us, and 954 us,
respectively. All the delay constraints are satisfied.

Table 1 is the delay result measured at the test
board where the implemented VHDL code is
downloaded. As it indicates, the suggested algorithm
guarantees the target delay.

VI. Conclusion

In this paper, a delay differentiation algorithm that
achieves absolute QoS provisioning is proposed and
the implementation scheme for it is presented. The
main feature of this algorithm is that it continually
adjusts the target delay with reference to the traffic
prediction deviation in previous time section.

It has founded that the suggested scheme performs
well in terms of achieving absolute QoS provisioning.
In addition, it shows superior adaptability to the
traffic fluctuation in comparison with conventional
approach, and it presents a feasible approach to
future Internet QoS  differentiation
essentially required and bursty traffic is prevailed.

where 1s
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