## WEIGHTED ESTIMATES FOR CERTAIN ROUGH SINGULAR INTEGRALS

Chunjie Zhang

Abstract. In this paper we shall prove some weighted norm inequalities of the form

$$
\int_{R^{n}}|T f(x)|^{p} u(x) d x \leq C_{p} \int_{R^{n}}|f(x)|^{p} N u(x) d x
$$

for certain rough singular integral $T$ and maximal singular integral $T^{*}$. Here $u$ is a nonnegative measurable function on $R^{n}$ and $N$ denotes some maximal operator. As a consequence, some vector valued inequalities for both $T$ and $T^{*}$ are obtained. We shall also get a boundedness result of $T$ on the Triebel-Lizorkin spaces.

## 1. Introduction

It is a classical result for the singular integral

$$
T f(x)=P . V . \int_{R^{n}} K(x-y) f(y) d y
$$

that

$$
\begin{equation*}
\int_{R^{n}}|T f(x)|^{p} u(x) d x \leq C_{p, s} \int_{R^{n}}|f(x)|^{p} M_{s} u(x) d x, 1<p<\infty, \tag{1.1}
\end{equation*}
$$

where $M_{s} u=\left(M\left(u^{s}\right)\right)^{1 / s}, s>1$ and $u(x)$ is a nonnegative measurable function on $R^{n}$. The above inequality was first obtained by Cordoba and Fefferman under the condition that $|\hat{K}(\xi)| \leq B$ and $K \in C^{1}\left(R^{n}-\{0\}\right)$, see [8]. Similar result for the Hardy-Littlewood Maximal function $M$ is

$$
\begin{equation*}
\int_{R^{n}}|M f(x)|^{p} u(x) d x \leq C_{p} \int_{R^{n}}|f(x)|^{p} M u(x) d x, 1<p<\infty . \tag{1.2}
\end{equation*}
$$
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Using (1.1) and (1.2), one is ready to get that, for $1<p, r<\infty$

$$
\begin{equation*}
\left\|\left(\sum_{j}\left|T f_{j}\right|^{r}\right)^{1 / r}\right\|_{L^{p}} \leq C_{p, r}\left\|\left(\sum_{j}\left|f_{j}\right|^{r}\right)^{1 / r}\right\|_{L^{p}} \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left(\sum_{j}\left|M f_{j}\right|^{r}\right)^{1 / r}\right\|_{L^{p}} \leq C_{p, r}\left\|\left(\sum_{j}\left|f_{j}\right|^{r}\right)^{1 / r}\right\|_{L^{p}} \tag{1.4}
\end{equation*}
$$

by a standard process (see [13], Chapter V). The above estimates (1.2) and (1.4) for $M$ were first proved in [11].

In this paper, we shall consider the rough singular integral defined by

$$
\begin{equation*}
T f(x)=P . V . \int_{R^{n}} \frac{\Omega(y)}{|y|^{n}} f(x-y) d y \tag{1.5}
\end{equation*}
$$

where $\Omega(y)=\Omega\left(y^{\prime}\right) \in L^{1}\left(S^{n-1}\right)$ and $\int \Omega\left(y^{\prime}\right)=0$. Then the Cordoba-Fefferman inequality (1.1) was improved by Hofmann ([15]), where $\Omega\left(y^{\prime}\right)$ was assumed to be in $L^{r}\left(S^{n-1}\right), r>1$. Recall that the maximal function related to $\Omega$ is defined by

$$
\begin{equation*}
M^{\Omega} f(x)=\sup _{r>0} \frac{1}{r^{n}} \int_{|y|<r}\left|\Omega\left(y^{\prime}\right) f(x-y)\right| d y \tag{1.6}
\end{equation*}
$$

Then the theorem of Hofmann can be stated as follow.
Theorem A. Let $T$ and $M_{\Omega}$ be defined as (1.5) and (1.6), where $\Omega \in L^{r}\left(S^{n-1}\right)$, $r>1$ satisfies $\int \Omega\left(y^{\prime}\right)=0$. Then we have

$$
\begin{aligned}
& \int_{R^{n}}|T f(x)|^{p} u(x) d x \leq C \int_{R^{n}}|f(x)|^{p} N_{s} u(x) d x \\
& \int_{R^{n}}\left|M^{\Omega} f(x)\right|^{p} u(x) d x \leq C \int_{R^{n}}|f(x)|^{p} N_{s} u(x) d x
\end{aligned}
$$

Here $N_{s} u=M_{s} M_{s}^{\Omega} M_{s} u, u(x)$ is a measurable nonnegative function on $R^{n}$ and $s>1$ can be arbitrarily close to 1 .

A better result than Theorem A can be concluded from [9] which says that $T$ and $M^{\Omega}$ are in fact bounded from $L^{p}\left(M_{s} M_{s}^{\tilde{\Omega}^{t}} M_{s} u\right)$ to $L^{p}(u)$. Here $\Omega \in$ $L^{r}\left(S^{n-1}\right), \tilde{\Omega}(x)=\Omega(-x)$ and $t=\max \{0, p(1-r)+r\}$. For $\Omega \in L\left(\ln ^{+} L\right)^{s}, s>$ 1, Vargas obtained a boundedness of $M^{\Omega}$ from $L^{1}\left(M_{s} u+M^{\tilde{\Omega}\left(\ln ^{+} \tilde{\Omega}\right)^{s}} M_{s} u\right)$ to $W L^{1}(u)$, see [19] where a similar theorem for $T$ was also obtained in $R^{2}$.

Note by [10], or by the classical rotation method in [2], $M^{\Omega} f(x)$ is bounded on $L^{p}\left(R^{n}\right), p>1$ when $\Omega \in L^{1}\left(S^{n-1}\right)$. Therefore, $N_{s} u(x)$ is bounded on $L^{p}\left(R^{n}\right), p>s$ and Theorem A implies the $l^{r}$-valued inequalities for $T$ and $M^{\Omega}$.

In this paper, we intend to extend Theorem A to more general singular integrals as well as to the maximal singular integral $T^{*}$ defined by

$$
\begin{equation*}
T^{*} f(x)=\sup _{\epsilon>0}\left|T_{\epsilon} f(x)\right|=\sup _{\epsilon>0}\left|\int_{|y|>\epsilon} \frac{\Omega\left(y^{\prime}\right)}{|y|^{n}} f(x-y) d y\right| \tag{1.7}
\end{equation*}
$$

where $\Omega \in L^{1}\left(S^{n-1}\right)$ has mean value zero and satisfies

$$
\begin{equation*}
\sup _{\xi^{\prime} \in S^{n-1}} \int_{S^{n-1}}\left|\Omega\left(y^{\prime}\right)\right|\left(\ln \frac{1}{\left|y^{\prime} \cdot \xi^{\prime}\right|}\right)^{1+\alpha} d y^{\prime} \leq C_{\alpha} \tag{1.8}
\end{equation*}
$$

for some $\alpha>0$. The above condition was first introduced by Grafakos and Stefanov ([14]), where the following two theorems were obtained.
Theorem B. Suppose $\Omega \in L^{1}\left(S^{n-1}\right)$ has mean value zero and satisfies (1.8) for some $\alpha>0$. Then the singular integral $T$ defined by (1.5) is bounded on $L^{p}\left(R^{n}\right)$ whenever $(2+\alpha) /(1+\alpha)<p<2+\alpha$.

Theorem C. Suppose $\Omega \in L^{1}\left(S^{n-1}\right)$ has mean value zero and satisfies (1.8) for some $\alpha>1$. Then the maximal singular integral operator $T^{*}$ is bounded on $L^{p}\left(R^{n}\right)$ for $1+3 /(1+2 \alpha)<p<2(2+\alpha) / 3$.

Now we are ready to state our main results.
Theorem 1. Suppose $\Omega \in L^{1}\left(S^{n-1}\right)$ has mean value zero and satisfies condition (1.8) for some $\alpha>0$. Then the singular integral $T$ defined by (1.5) verifies

$$
\begin{equation*}
\int_{R^{n}}|T f(x)|^{p} u d x \leq C_{p, s} \int_{R^{n}}|f(x)|^{p}\left(M_{s} M_{s}^{\Omega} M_{s}+M_{s}\right) u d x \tag{1.9}
\end{equation*}
$$

whenever $\lambda(\alpha, s)<p<2+\alpha-\frac{1+\alpha}{s}$ and $s>1+1 / \alpha$ for some $1<\lambda(\alpha, s)<2$.
Theorem 2. Suppose $\Omega \in L^{1}\left(S^{n-1}\right)$ has mean value zero and satisfies condition (1.8) for all $\alpha>0$. Then the maximal singular integral operator $T^{*}$ verifies

$$
\int_{R^{n}}\left|T^{*} f(x)\right|^{p} u d x \leq C_{p, s} \int_{R^{n}}|f(x)|^{p}\left(M_{s} M_{s}^{\Omega} M_{s}+M_{s}\right) u d x
$$

for $1<p<\infty$ and any $s>1$.
Our proof of Theorem 1 follows essentially the proof of Theorem A, but keeps track of the constants in each step in order to get the precise range of the index $p$. We shall see that if (1.8) holds for all $\alpha>0$, then Theorem 1 is valid for all $1<p<\infty$. Note by [14], the condition of Theorem 1 contains the case $\Omega \in L^{r}\left(S^{n-1}\right), r>1$. Also we have the fact that $M_{s} u(x) \leq\|\Omega\|_{L^{r}}^{-1} M^{\Omega} M_{s} u(x)$ almost everywhere. Thus Theorem 1 is an extension of Theorem A. In Theorem 2, we have assumed (1.8) for all $\alpha>0$ rather than some fixed $\alpha$ in order to avoid heavy computation. However, if we merely consider the $L^{p}$-boundedness of $T^{*}$, then our proof will provide a wider range of $p$ than that of Theorem C.

## 2. Some preparation

Let $T f(x)$ be defined by (1.5) and we decompose it as

$$
T f(x)=\sum_{k=-\infty}^{+\infty} \sigma_{k} * f(x)
$$

where

$$
\begin{equation*}
\sigma_{k}(x)=\frac{\Omega\left(x^{\prime}\right)}{|x|^{n}} \chi_{\left\{2^{k}<|x| \leq 2^{k+1}\right\}} \tag{2.1}
\end{equation*}
$$

It is trivial that $\int_{R^{n}} \sigma_{k}(x) d x=0$ and $\left\|\sigma_{k}(x)\right\|_{L^{1}} \leq C\left\|\Omega\left(x^{\prime}\right)\right\|_{L^{1}}$ for all $k \in Z$. We also denote $\tilde{\sigma}_{k}(x)=\sigma_{k}(-x)$. But since it always has the same properties with $\sigma_{k}(x)$, we shall abuse the notation and simply write $\sigma_{k}$ in either case.
Lemma 1. Let $\Omega \in L^{1}\left(S^{n-1}\right)$ satisfy $\int \Omega\left(y^{\prime}\right) d \sigma\left(y^{\prime}\right)=0$ and condition (1.8) for some $\alpha>0$. Then we have the following estimate for $\left\{\sigma_{k}\right\}$,

$$
\left|\hat{\sigma}_{k}(\xi)\right| \leq C \min \left\{\left|2^{k} \xi\right|,\left(\ln \left|2^{k} \xi\right|\right)^{-(1+\alpha)}\right\}, \quad k \in Z
$$

One may find the above conclusion in [14] or compute directly from (1.8). Next we define

$$
M^{\sigma} f(x)=\sup _{k}\left|\sigma_{k}\right| *|f|(x)
$$

It is not hard to check that $M^{\sigma}$ is equivalent to $M^{\Omega}$ defined by (1.6). But it will be convenient to use $M^{\sigma}$ in our context. The following lemma is stated with $M^{\sigma}$ and was obtained in the proof of Theorem 1 in [14].

Lemma 2. Let $\Omega$ be as in Lemma 1. Then $M^{\sigma}$ is bounded on $L^{p}\left(R^{n}\right)$ for $(2+\alpha) /(1+\alpha)<p<2+\alpha$.

Taking a nonnegative function $\Phi(t) \in C_{c}^{\infty}\left(R^{+}\right)$such that $\sum_{j=-\infty}^{+\infty} \Phi^{3}\left(2^{j} t\right)=$ 1, we define $S_{j} f(x)=\Psi_{j} * f(x)$, where $\hat{\Psi}_{j}(\xi)=\Phi\left(2^{j}|\xi|\right)$. It is then a classical result that the Littlewood-Paley $g$-function

$$
g(f)=\left(\sum_{j=-\infty}^{+\infty}\left|S_{j} f\right|^{2}\right)^{1 / 2}
$$

satisfies

$$
\begin{equation*}
\|g(f)\|_{L^{p}(w)} \leq C_{p, w}\|f\|_{L^{p}(w)}, 1<p<\infty, w \in A_{p} \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\sum_{j} S_{j} f_{j}\right\|_{L^{p}(w)} \leq C_{p, w}\left\|\left(\sum_{j}\left|f_{j}\right|^{2}\right)^{1 / 2}\right\|_{L^{p}(w)}, 1<p<\infty, w \in A_{p} \tag{2.3}
\end{equation*}
$$

In fact, (2.2) was obtained by viewing $g(f)$ as an $l^{2}$-valued singular integral (see [16]). The second inequality is an easy consequence of the first one by duality.

Lemma 3. Let $\sigma_{k}$ be as in Lemma 1. Then for any $s>1$, we have

$$
\left\|\left(\sum_{k}\left|\sigma_{k} * g_{k}\right|^{2}\right)^{1 / 2}\right\|_{L^{q}(u)} \leq C_{q, s}\left\|\left(\sum_{k}\left|g_{k}\right|^{2}\right)^{1 / 2}\right\|_{L^{q}\left(M_{s}^{\sigma} u\right)}
$$

where $2 \leq q<4+2 \alpha-\frac{2(1+\alpha)}{s}$ and $u$ is nonnegative measurable on $R^{n}$.
Proof. The case $q=2$ is trivial. When $q>2$, by duality we get a $v \in L^{\left(\frac{q}{2}\right)^{\prime}}(u)$ with unit norm such that

$$
\left\|\left(\sum_{k}\left|\sigma_{k} * g_{k}\right|^{2}\right)^{1 / 2}\right\|_{L^{q}(u)}^{2}=\int_{R^{n}} \sum_{k}\left|\sigma_{k} * g_{k}\right|^{2} \cdot v(x) u(x) d x
$$

Since $\left\|\sigma_{k}\right\|_{L^{1}} \leq C$, the above expression does not exceed

$$
\sum_{k} \int_{R^{n}}\left|\sigma_{k}\right| *\left|g_{k}\right|^{2} v(x) u(x) d x=\sum_{k} \int_{R^{n}}\left|g_{k}\right|^{2}\left|\sigma_{k}\right| *(v \cdot u)(x) d x
$$

Fix $s>1$ and let $r=q s / 2$. By Hölder's inequality, we have

$$
\left|\sigma_{k}\right| *(v \cdot u)=\left(\left|\sigma_{k}\right| * u^{2 r / q}\right)^{\frac{1}{r}} \cdot\left(\left|\sigma_{k}\right| *\left(v^{r^{\prime}} u^{r^{\prime} /(q / 2)^{\prime}}\right)\right)^{\frac{1}{r^{\prime}}}
$$

Again by Hölder's inequality with exponents $q / 2$ and $(q / 2)^{\prime}$,

$$
\begin{aligned}
& \sum_{k} \int_{R^{n}}\left|g_{k}\right|^{2} \sigma_{k} *(v \cdot u) d x \\
\leq & \int_{R^{n}}\left(\sum_{k}\left|g_{k}\right|^{2}\right)\left(M^{\sigma} u^{s}\right)^{1 / r} \cdot M^{\sigma}\left(v^{r^{\prime}} u^{r^{\prime} /(q / 2)^{\prime}}\right)^{\frac{1}{r^{\prime}}} d x \\
\leq & \left\|\left(\sum_{k}\left|g_{k}\right|^{2}\right)^{1 / 2}\right\|_{L^{q}\left(M_{s}^{\sigma} u\right)}^{2} \cdot\left(\int_{R^{n}}\left(M^{\sigma}\left(v^{r^{\prime}} u^{r^{\prime} /(q / 2)^{\prime}}\right)\right)^{(q / 2)^{\prime} / r^{\prime}} d x\right)^{\frac{1}{(q / 2)^{\prime}}} .
\end{aligned}
$$

If we let $\left(\frac{q}{2}\right)^{\prime} / r^{\prime} \in\left(\frac{2+\alpha}{1+\alpha}, 2+\alpha\right)$, then Lemma 2 is applied to get

$$
\int_{R^{n}}\left(M^{\sigma}\left(v^{r^{\prime}} u^{r^{\prime} /(q / 2)^{\prime}}\right)\right)^{(q / 2)^{\prime} / r^{\prime}} \leq \int_{R^{n}} v^{(q / 2)^{\prime}} u d x=1
$$

Remembering $s=2 r / q$ and the requirement that

$$
\frac{2+\alpha}{1+\alpha}<\frac{(q / 2)^{\prime}}{r^{\prime}}<2+\alpha
$$

we conclude

$$
\begin{equation*}
\frac{2(s-1)}{s(1+\alpha)}+2<q<4+2 \alpha-\frac{2(1+\alpha)}{s} \tag{2.4}
\end{equation*}
$$

The left side of the above inequality is larger than 2 . But this in fact gives no restriction since we can interpolate between the case $q=2$ and some large $q$ satisfying (2.4).

## 3. Proof of the theorems

Proof of Theorem 1. We first consider the case $p \geq 2$. Since $M_{s} u \in A_{1}$ (see [7]) and $u \leq M_{s} u$, we can restrict ourselves to show

$$
\int_{R^{n}}|T f(x)|^{p} w(x) d x \leq C \int_{R^{n}}|f(x)|^{p} M_{s} M_{s}^{\sigma} w(x) d x
$$

with $w(x) \in A_{1}$. Using the notations stated after Lemma 2, we decompose $T f(x)$ into

$$
\sum_{k} \sum_{j} S_{j+k}^{3}\left(\sigma_{k} * f\right)=\sum_{j} \sum_{k} S_{j+k}^{3}\left(\sigma_{k} * f\right)=\sum_{j} T_{j} f .
$$

Then by Minkowski's inequality, it suffices to show

$$
\begin{equation*}
\left\|T_{j} f\right\|_{L^{p}(w)} \leq C(1+|j|)^{-\gamma(\alpha, p, s)}\|f\|_{L^{p}\left(M_{s} M_{s}^{\sigma} w\right)} \tag{3.1}
\end{equation*}
$$

where $\gamma(\alpha, p, s)$ should be strictly larger than 1 in order to be summable. Thus the range of $p$ depending on $\alpha$ and $s$ will be obtained.

To prove (3.1), by interpolation, we only have to show

$$
\begin{equation*}
\left\|T_{j} f\right\|_{L^{2}(w)} \leq C(1+|j|)^{-\gamma_{1}(\alpha, s)}\|f\|_{L^{2}\left(M_{s} M_{s}^{\sigma} w\right)} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|T_{j} f\right\|_{L^{p}(w)} \leq C\|f\|_{L^{p}\left(M_{s} M_{s}^{\sigma} w\right)} . \tag{3.3}
\end{equation*}
$$

Inequality (3.3) is immediate by Lemma 3 since

$$
\begin{aligned}
\left\|T_{j} f\right\|_{L^{q}(w)} & =\left\|\sum_{k} S_{j+k}^{3} \sigma_{k} * f\right\|_{L^{q}(w)} \leq C\left\|\left(\sum_{k}\left|S_{j+k}^{2} \sigma_{k} * f\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{q}(w)} \\
& \leq C\left\|\left(\sum_{k}\left|S_{j+k}^{2} f\right|^{2}\right)^{\frac{1}{2}}\right\|_{L^{q}\left(M_{s} M_{s}^{\sigma} w\right)} \leq C\|f\|_{L^{q}\left(M_{s} M_{s}^{\sigma} w\right)}
\end{aligned}
$$

Here we have also used (2.3) in the first inequality and (2.2) in the last inequality. However, we have to pay special attention to (3.3) because it holds only for $2 \leq q<4+2 \alpha-\frac{2(1+\alpha)}{s}$. Next we turn to (3.2). By (2.3),

$$
\left\|T_{j} f\right\|_{L^{2}(w)}^{2}=\left\|\sum_{k} S_{j+k}^{3} \sigma_{k} * f\right\|_{L^{2}(w)}^{2} \leq \sum_{k} \int_{R^{n}}\left|S_{j+k}^{2} \sigma_{k} * f\right|^{2} w(x) d x
$$

Therefore, (3.2) will be proved if we show

$$
\begin{equation*}
\int_{R^{n}}\left|\sigma_{k} * S_{j+k} f\right|^{2} w(x) d x \leq C(1+|j|)^{-2 \gamma_{1}(\alpha, s)} \int_{R^{n}}|h|^{2} M_{s} M_{s}^{\sigma} w(x) d x \tag{3.4}
\end{equation*}
$$

because we are able to substitute $S_{j+k} f$ for $h$ and apply (2.2) once more.

Now it remains to show (3.4). But this just follows by another interpolation with change of measures (see [17] or [1], p. 115) between

$$
\begin{equation*}
\int_{R^{n}}\left|\sigma_{k} * S_{j+k} h\right|^{2} d x \leq C(1+|j|)^{-2 \gamma_{2}(\alpha)} \int_{R^{n}}|h|^{2} d x \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{R^{n}}\left|\sigma_{k} * S_{j+k} h\right|^{2} w^{s} d x \leq C \int_{R^{n}}|h|^{2} M M^{\sigma}\left(w^{s}\right) d x \tag{3.6}
\end{equation*}
$$

Since $\left\|\sigma_{k}\right\|_{L^{1}} \leq C$ and $\left\|\Psi_{j+k}\right\|_{L^{1}} \leq C$, the left side of (3.6) does not exceed

$$
\int_{R^{n}}\left|\sigma_{k}\right| *\left|S_{j+k}\right| *|h|^{2} w^{s} d x
$$

and (3.6) then follows by duality. Using Plancherel's theorem, the left side of (3.5) equals

$$
\int_{R^{n}}\left|\hat{\sigma}_{k}\right|^{2} \Phi_{j+k}^{2}(\xi)|\hat{h}|^{2} d \xi
$$

which by Lemma 1 is no larger than

$$
\begin{aligned}
& C \int_{2^{-j-k-1}<|\xi| \leq 2^{-j-k}} \min \left\{2^{k}|\xi|,\left(\ln \left|2^{k} \xi\right|\right)^{-1-\alpha}\right\}^{2}|\hat{h}|^{2} d \xi \\
\leq & C(1+|j|)^{-2(1+\alpha)}\|h\|_{L^{2}}^{2} .
\end{aligned}
$$

Thus we have proved (3.5) with $\gamma_{2}=1+\alpha$. By interpolation, we find that $\gamma_{1}(\alpha, s)=(1+\alpha)(1-1 / s)$. Since it must be larger than 1 , we have to assume $s>1+1 / \alpha$. The constant $\gamma(\alpha, p, s)$ is also obtained by interpolation so that $\gamma(\alpha, p, s)=\theta \gamma_{1}(\alpha, s)$ where $\theta$ satisfies $\frac{\theta}{2}+\frac{1-\theta}{q}=\frac{1}{p}$ and $q \in(2,4+2 \alpha-$ $2(1+\alpha) / s)$. Again we have to let $\gamma(\alpha, p, s)>1$ and finally conclude $2 \leq p<$ $2+\alpha-\frac{1+\alpha}{s}$.

Next we consider the case $p<2$. In [15], the conclusion of our Lemma 3 here was stated for all $1<q<\infty$. But Watson found that the proof there when $1<q<2$ was incorrect and a correction was written by Hofmann and Watson to fix this problem, see the appendix. We shall sketch its idea briefly to see that it adapts to our situation here. Note we have to show

$$
\int_{R^{n}}|T f|^{p} u d x \leq C_{p, s} \int_{R^{n}}|f|^{p}\left(M_{s} M_{s}^{\sigma} M_{s}+M_{s}\right) u d x
$$

for $\lambda(\alpha, s)<p<2$. And it is enough to prove

$$
\begin{equation*}
\int_{R^{n}}|T f|^{p} v^{1 / r} \leq C_{p, s} \int_{R^{n}}|f|^{p}\left(M M^{\sigma} M_{s} v+M_{s} v\right)^{1 / r} \tag{3.7}
\end{equation*}
$$

for all $r, s>1$.
First it was shown in [15] that

$$
\begin{equation*}
\int_{R^{n}}\left|M^{\sigma} f\right|^{p} v^{1 / r} \leq C_{p, r} \int_{R^{n}}|f|^{p}\left(M M^{\sigma} M_{s} v+M_{s} v\right)^{1 / r} \tag{3.8}
\end{equation*}
$$

always holds with the same exponents as (3.7). Then by Lemma 2,

$$
\begin{equation*}
\int_{R^{n}}\left(\sup _{k}\left|\sigma_{k} * f_{k}\right|\right)^{p} d x \leq C_{p} \int_{R^{n}}\left(\sup _{k}\left|f_{k}\right|\right)^{p} d x, \frac{2+\alpha}{1+\alpha}<p<2 \tag{3.9}
\end{equation*}
$$

since $\sup _{k}\left|\sigma_{k} * f_{k}\right| \leq M^{\sigma}\left(\sup _{k}\left|f_{k}\right|\right)$. On the other hand, as in the appendix, we can show

$$
\begin{equation*}
\int_{R^{n}} \sum_{k}\left|\sigma_{k} * f_{k}\right|^{p} v \leq C_{p} \int_{R^{n}} \sum_{k}\left|f_{k}\right|^{p}\left(M M^{\sigma} M_{s} v+M_{s} v\right), 1<p<2 \tag{3.10}
\end{equation*}
$$

Interpolating with change of measures between (3.9) and (3.10) gives

$$
\int_{R^{n}}\left(\sum_{k}\left|\sigma_{k} * f_{k}\right|^{2}\right)^{p / 2} v^{1 / r_{1}} \leq C_{p, r_{1}} \int_{R^{n}}\left(\sum_{k}\left|f_{k}\right|^{2}\right)^{p / 2}\left(M M^{\sigma} M_{s} v+M_{s} v\right)^{1 / r_{1}}
$$

which is the substitute of Lemma 3 when $p<2$. Following the same argument for $p>2$, we get (3.7) thus (3.8) which yields (3.9')

$$
\int_{R^{n}}\left(\sup _{k}\left|\sigma_{k} * f_{k}\right|\right)^{p} v^{1 / r_{1}} \leq C_{p, r_{1}} \int_{R^{n}}\left(\sup _{k}\left|f_{k}\right|\right)^{p}\left(M M^{\sigma} M_{s} v+M_{s} v\right)^{1 / r_{1}}
$$

with $\lambda_{1}\left(\alpha, s, r_{1}\right)<p<2$. We proceed to interpolate between (3.9') and (3.10). By induction we get a sequence $\left\{r_{k}\right\}$ which tends to 1 . Thus for any fixed $r, s>$ 1 , we stop at some $r_{k_{0}}<r$ and derive the desired range $\lambda_{k_{0}}\left(\alpha, s, r_{k_{0}}\right)<p<2$. It should be complicated to give the explicit expression of $\lambda_{k_{0}}$. However, it goes to 1 when $\alpha$ tends to $\infty$.

Remark 1. Taking $v=u^{r}$ in (3.8) and relabelling the exponents, we get

$$
\begin{equation*}
\int_{R^{n}}\left(M^{\sigma} f\right)^{p} u(x) d x \leq C_{p, s} \int_{R^{n}}|f|^{p}\left(M_{s} M_{s}^{\sigma} M_{s}+M_{s}\right) u(x) d x \tag{3.11}
\end{equation*}
$$

If (1.8) is satisfied for all $\alpha>0$, then (3.11) holds for all $1<p<\infty$.
Proof of theorem 2. We shall continuously apply Theorem 1 and the remark above. Now that (1.8) holds for all $\alpha>0$, (1.9) and (3.11) are valid for all $1<p<\infty$.

Let us first note that

$$
T_{\epsilon} f(x)=\int_{\epsilon<|y| \leq 2^{k}} \frac{\Omega\left(y^{\prime}\right)}{|y|^{n}} f(x-y) d y+\sum_{j=k_{0}}^{+\infty} \sigma_{j} * f(x)
$$

for some $k_{0}$ satisfying $2^{k_{0}-1} \leq \epsilon<2^{k_{0}}$. Therefore

$$
T^{*} f(x) \leq M^{\sigma} f(x)+\sup _{k}\left|\sum_{j=k}^{+\infty} \sigma_{j} * f(x)\right|
$$

By Remark 1, we obtain the required estimate for $M^{\sigma}$. Taking a $C^{\infty}$ function $\phi$ which is supported on $B(0,2)$ and equals to 1 on $B(0,1)$, and setting $\hat{\psi}_{k}(\xi)=$ $\phi\left(2^{k} \xi\right)$, we have

$$
\begin{aligned}
\sum_{j=k}^{+\infty} \sigma_{j} * f & =\psi_{k} * T f-\psi_{k} * \sum_{j=-\infty}^{k-1} \sigma_{j} * f+\left(\delta-\phi_{k}\right) * \sum_{j=k}^{+\infty} \sigma_{j} * f \\
& =I_{1}+I_{2}+I_{3}
\end{aligned}
$$

where $\delta$ is the dirac measure at zero. Obviously $\sup _{k} I_{1} \leq M(T f)(x)$ and $\sup _{k} I_{k} \leq M f(x)$ (see [10], p. 348). The required estimates for those two terms are obtained by applying Theorem 1.

Now we turn to

$$
\sup _{k} I_{3}=\sup _{k}\left|\left(\delta-\psi_{k}\right) * \sum_{j=k}^{\infty} \sigma_{j} * f\right|
$$

which is bounded by

$$
\sum_{j=0}^{\infty} \sup _{k}\left|\left(\delta-\psi_{k}\right) * \sigma_{j+k} * f\right|=\sum_{j=0}^{+\infty} K_{j} f(x)
$$

For any nonnegative measurable function $u$,

$$
\begin{aligned}
\int\left(\sup _{k}\left|\left(\delta-\psi_{k}\right) * \sigma_{j+k} * f\right|\right)^{q} u d x & \leq 2^{q} \int\left(\sup _{k} M\left(\sigma_{j+k} * f\right)\right)^{q} u d x \\
& \leq 2^{q} \int\left(M\left(\sup _{k}\left|\sigma_{j+k} * f\right|\right)\right)^{q} u d x \\
& \leq 2^{q} \int\left(M\left(M^{\sigma} f \mid\right)\right)^{q} u d x
\end{aligned}
$$

By Remark 1, we get

$$
\begin{equation*}
\int_{R^{n}}\left|K_{j} f(x)\right|^{q} u(x) d x \leq C \int_{R^{n}}|f(x)|^{q} N_{s} u(x) d x . \tag{3.12}
\end{equation*}
$$

When $q=2$, substituting $u^{s}$ for $u$ we get

$$
\begin{equation*}
\int_{R^{n}}\left|K_{j} f(x)\right|^{2} u^{s}(x) d x \leq C \int_{R^{n}} \mid f(x)^{2} N_{s}\left(u^{s}\right)(x) d x . \tag{3.13}
\end{equation*}
$$

Replacing $s$ with $s^{2}$ in (3.12) gives

$$
\begin{equation*}
\int_{R^{n}}\left|K_{j} f(x)\right|^{q} u(x) d x \leq C \int_{R^{n}}|f(x)|^{q} N_{s^{2}} u(x) d x . \tag{3.14}
\end{equation*}
$$

Later we shall prove, by Plancherel's theorem that

$$
\begin{equation*}
\int_{R^{n}}\left|K_{j} f(x)\right|^{2} d x \leq(1+j)^{-2(1 / 2+\alpha)} \int_{R^{n}}|f(x)|^{2} d x, \forall \alpha>0 . \tag{3.15}
\end{equation*}
$$

Interpolating with change of measures between (3.13) and (3.15) gives

$$
\begin{equation*}
\int_{R^{n}}\left|K_{j} f(x)\right|^{2} u(x) d x \leq C(1+j)^{-2 \gamma_{3}(\alpha, s)} \int_{R^{n}}|f(x)|^{2} N_{s^{2}} u(x) d x \tag{3.16}
\end{equation*}
$$

where $\gamma_{3}(\alpha, s)=(1 / 2+\alpha)(1-1 / s)$. By another interpolation between (3.14) and (3.16), we get

$$
\int_{R^{n}}\left|K_{j} f(x)\right|^{p} u(x) d x \leq C(1+j)^{-2 \gamma_{4}(\alpha, s, p)} \int_{R^{n}}|f(x)|^{p} N_{s^{2}} u(x) d x
$$

Replacing $s^{2}$ with $s$ in the above inequality and taking $\alpha$ sufficiently large so that $\gamma_{4}>1$, we obtain the required estimate for $\sup _{k} I_{3}$ by taking sums over $j \geq 0$.

Finally let us look at (3.15). It is easy to see that

$$
K_{j} f(x) \leq\left(\sum_{k}\left|\left(\delta-\psi_{k}\right) * \sigma_{j+k} * f\right|^{2}\right)^{1 / 2}
$$

Thus by Plancherel's theorem,

$$
\begin{aligned}
\int_{R^{n}}\left|K_{j} f(x)\right|^{2} d x & \leq \sum_{k} \int_{R^{n}}\left|\left(\delta-\psi_{k}\right) * \sigma_{j+k} * f\right|^{2} d x \\
& =\sum_{k} \int_{R^{n}}\left|1-\phi\left(2^{k} \xi\right)\right|^{2}\left|\hat{\sigma}_{j+k}(\xi)\right|^{2}|\hat{f}|^{2} d \xi \\
& =\sum_{k} \frac{\chi_{\left|2^{k} \xi\right|>2}(\xi)}{\left(\ln \left|2^{j+k} \xi\right|\right)^{2(1+\alpha)}} \int_{R^{n}}|\hat{f}|^{2} d \xi \\
& =\sum_{k} \frac{C \chi_{\left|2^{k} \xi\right|>2}(\xi)}{\left(j+\ln \left|2^{k} \xi\right|\right)^{2(1+\alpha)}} \int_{R^{n}}|f(x)|^{2} d x \\
& =C(1+j)^{-1-2 \alpha}\|f\|_{L^{2}}^{2}
\end{aligned}
$$

Remark 2. Note that (3.15) is more precise than the corresponding $L^{2}$-estimate in [14]. Thus by plugging it into the proof of Theorem C, we shall get a better range of $p$ and also a weaker restriction on $\alpha(\alpha>1 / 2$ is enough to guarantee the $L^{p}$ boundedness of $\left.T^{*}\right)$.

## 4. Applications

We all know the close connection between the weighted norm inequality and the $l^{r}$-valued inequality. With Theorem 1 in hand, we are ready to obtain the following corollary.

Corollary 1. Let $\Omega$ have mean value zero and satisfy (1.8) for all $\alpha>0$. Then the singular integral $T$ verifies

$$
\begin{equation*}
\left\|\left(\sum_{k}\left|T f_{k}\right|^{r}\right)^{1 / r}\right\|_{L^{p}} \leq C_{r, p}\left\|\left(\sum_{k}\left|f_{k}\right|^{r}\right)^{1 / r}\right\|_{L^{p}} \tag{4.1}
\end{equation*}
$$

for all $1<r, p<\infty$. Similar result holds for $M^{\sigma}$.
The proof of (4.1) when $p \geq r$ is direct while the case $1<p<r$ follows by duality. Similar estimate for $M^{\sigma}$ can be reached by viewing it as a linearizable operator described in [13], Chapter V. However, the $l^{r}$-valued inequality for $T^{*}$ is a bit complicated since it can not be treated like $T$ or $M^{\sigma}$. One may follow the method in [20] to prove a weighted norm inequality

$$
\int_{R^{n}}\left|T^{*} f(x)\right|^{2} w(x) d x \leq C \int_{R^{n}}|f(x)|^{2} w(x) d x
$$

where $w$ belongs to some special kind of weights $A_{2}^{\Omega}$, and then use an extrapolation property of $A_{p}^{\Omega}$ to proceed.

A further application comes from the relationship between the $l^{r}$-valued inequality and the boundedness of linear operators on Triebel-Lizorkin spaces. Let us recall the definition of homogeneous Triebel-Lizorkin space $\dot{F}_{p}^{\beta, r}$. Take $\Phi \in C_{c}^{\infty}\left(R^{n}\right)$ which satisfies $\operatorname{supp}(f) \subset\{\xi: 1 / 2<|\xi|<2\}$ and $\Phi(\xi) \geq 1$ if $3 / 5<|\xi|<5 / 3$. Define $\Psi_{k}(x)$ by $\hat{\Psi}_{k}(\xi)=\Phi\left(2^{k} \xi\right)$. Then we say a tempered distribution $f$ belongs to $\dot{F}_{p}^{\beta, r}, \beta \in R, 1<p, r<\infty$ if and only if

$$
\|f\|_{\dot{F}_{p}^{\beta, r}}=\left\|\left(\sum_{k}\left|2^{-k \beta} \Psi_{k} * f\right|^{r}\right)^{1 / r}\right\|_{L^{p}}<+\infty
$$

From [12] we know that $\dot{F}_{p}^{0,2}=H^{p}$ when $0<p \leq 1, \dot{F}_{p}^{0,2}=L^{p}$ when $1<p<\infty$ and $\dot{F}_{p}^{\beta, 2}=\dot{L}_{\beta}^{p}, p>1$ is the Sobolev space.

The boundedness of the singular integrals on $\dot{F}_{p}^{\beta, r}$ has been studied by many authors (see $[3,4,6]$ ). Following is one of the theorems taken from [3].

Theorem D. Suppose $\Omega \in L^{q}\left(S^{n-1}\right), q>1$ satisfies $\int \Omega\left(y^{\prime}\right)=0$. Then the singular integral $T$ defined by (1.5) is bounded on $\dot{F}_{p}^{\beta, r}, \beta \in R, 1<p, r<\infty$.

Now by applying (4.1), we can extend the above theorem to (see [5]).
Corollary 2. Suppose $\Omega$ satisfies (1.8) uniformly for all $\alpha>0$ and has mean value zero. Then the singular integral defined by (1.5) is bounded on $\dot{F}_{p}^{\beta, r}, \beta>$ $0,1<r, p<\infty$.

Proof. Since $T$ commutes with convolution,

$$
\begin{aligned}
\|T f\|_{\dot{F}_{p}^{\beta, r}} & =\left\|\left(\sum_{k}\left|2^{-k \beta} \Psi_{k} * T f\right|^{r}\right)^{1 / r}\right\|_{L^{p}} \\
& =\left\|\left(\sum_{k}\left|T\left(2^{-k \beta} \Psi_{k} * f\right)\right|^{r}\right)^{1 / r}\right\|_{L^{p}} \\
& \leq C_{p, r}\left\|\left(\sum_{k}\left|2^{-k \beta} \Psi_{k} * f\right|^{r}\right)^{1 / r}\right\|_{L^{p}} \\
& =C_{p, r}\|f\|_{\dot{F}_{p}^{\beta, r}} .
\end{aligned}
$$

Here (4.1) is applied with $f_{k}$ being replaced by $2^{-k \beta} \Psi_{k} * f$.
Acknowledgement. The author would like to express his appreciation to the referee for his good suggestion and for providing the Erratum which is listed below as the appendix.

## Appendix

## Erratum to Steve Hofmann's paper, "Weighted norm inequalities

 and vector-valued inequalities for certain rough operators"Steve Hofmann and David K. Watson<br>September 1994

In [15], the first-named author, following J. Duoandikoetxea and J. L. Rubio de Francia [10], studies singular integrals and maximal functions on $R^{n}$ of the form

$$
\begin{aligned}
& T^{\sigma} f=\sum_{k=-\infty}^{\infty} \sigma_{k} * f \\
& M^{\mu} f=\sup _{k \in Z}\left|\mu_{k} * f\right|
\end{aligned}
$$

with $\left\{\sigma_{k}\right\}_{k=-\infty}^{\infty}$ and $\left\{\mu_{k}\right\}_{k=-\infty}^{\infty}$ being sequence of Borel measures such that $\int d \sigma_{k}=0, \mu_{k} \geq 0$, and $\left\|\sigma_{k}\right\| \leq 1,\left\|\mu_{k}\right\| \leq 1$. In addition, these measures are assumed to satisfy mild orthogonality generalized smoothness properties, as embodied by certain Fourier transform estimates [15, (1.9) and (1.10)]. These hypotheses were seen in [10] to be sufficient to show that $T^{\sigma}$ and $M^{\mu}$ are bounded on $L^{p}$ for all $p>1$.

The main result of [15], Theorem 1.11, states that for $1<p<\infty$, for all $t>1$, and for all nonnegative locally integrable $u$, the inequalities

$$
\begin{aligned}
& \int\left|T^{\sigma} f\right|^{p} u \leq C_{p, t} \int|f|^{p} M_{t} M_{t}^{|\widetilde{\sigma}|} M_{t} u \\
& \int\left|M^{\mu} f\right|^{p} u \leq C_{p, t} \int|f|^{p} M_{t} M_{t}^{|\widetilde{\mu}|} M_{t} u
\end{aligned}
$$

hold with constant independent of $u$. Here $M$ is the Hardy-Littlewood Maximal operator, $M_{t} f=\left(M\left(|f|^{t}\right)\right)^{1 / t}$, and $\widetilde{\mu}_{k}$ is defined by

$$
\int f(x) d \widetilde{\mu}_{k}=\int f(-x) d \mu_{k} .
$$

From estimates of the sort appearing in this theorem, it is well-known that vector-valued inequalities follow [15, (1.2)].

In [15], the proof of the theorem depends on a lemma, [15, Lemma 2.9, p. 8], which states that the inequality

$$
\left\|\left(\sum_{k}\left|\sigma_{k} * g_{k}\right|^{2}\right)^{1 / 2}\right\|_{p, w} \leq C_{p, w}\left\|\left(\sum_{k}\left|g_{k}\right|^{2}\right)^{1 / 2}\right\|_{p, M_{s}^{|\tilde{\delta}|} w}
$$

holds for $1<p<\infty$ and for $w \in A_{1}$, with constant depending only on $p$ and the $A_{1}$ constant of $w$. The proof of the inequality in [15] is correct only for the case $p \geq 2$; for the case $1<p<2$ the proof given is incorrect because an assumption of positivity is inconsistent with the use of random variables. In this note we prove a substitute inequality (see ( S ) below) and show how this new inequality still yields the theorem. This is done by combining the essential strategy of [15] with some additional considerations. The error in [15] was found by the second author, who also suggested the corrected proof, given here.

In [15], the theorem at a given exponent $p$ follows from the use of $(\dagger)$ at the same exponent, so we must prove the theorem for the case $1<p<2$. To do so, it will suffice to prove the following two inequalities:

$$
\begin{align*}
& \int\left|T^{\sigma} f\right|^{p} v^{1 / r} \leq C_{p, r} \int|f|^{p}\left(M M^{|\widetilde{\sigma}|} M_{s} v\right)^{1 / r}  \tag{*}\\
& \int\left|M^{\mu} f\right|^{p} v^{1 / r} \leq C_{p, r} \int|f|^{p}\left(M M^{|\widetilde{\mu}|} M_{s} v\right)^{1 / r}
\end{align*}
$$

for all locally integrable $v$ and all $r, s>1$. To see that these inequalities will give the desired conclusions, substitute $v^{r}$ for $v$ in (*). With this substitution, the weight on the left becomes $v$ and the weight on the right becomes $M_{r} M_{r}^{\widetilde{\mu}} M_{r s} v$, which can then be replaced with the weight $M_{t} M_{t}^{\widetilde{\mu}} M_{t} v$ for $t=r s$. This replacement works because the new weight is pointwise larger, as may be seen using Hölder's inequality with exponents $s$ for the first two maximal operators in the original weight. But this gives the result that we want to show, since $t$
may be chosen as close to 1 as is wished, and similar substitutions will work for $M^{\mu}$.

The proof of $(*),(* *)$ follow by a bootstrapping argument from the following result.

Lemma. Let $1<p<2$, and suppose the inequality
(***)

$$
\int\left(M^{|\sigma|} f\right)^{p} v^{1 / 3} \leq C_{p, r} \int|f|^{p}\left(M M^{|\widetilde{\sigma}|} M_{s} v\right)^{1 / r}
$$

holds for some exponents $r=r_{0}>1$, and $s=\bar{s}>1$. Then (*) also holds for all $r>r_{1}$ and $s>\bar{s}$, where $\frac{1}{r_{1}}=\frac{1}{r_{0}}+\frac{p}{2}\left(1-\frac{1}{r_{0}}\right)$.

Since we know the unweighted bounds for $M^{|\sigma|}$, we know $(* * *)$ for $r_{0}=\infty$ and any $\bar{s}>1$. The lemma then gives $(*)$ for $r>r_{1}=2 / p$ and $s>\bar{s}$, and the reduction in [15] of the maximal operator inequalities to the singular integral operator inequalities then gives $(* *)$ and $(* * *)$ for the same range of exponents. We can now apply $(* * *)$ in the lemma with $r>r_{1}$ in place of $r_{0}$ to increase the range of $r$ even more. Fixing $s>1$ and choosing a sequence of values for $\bar{s}>1$ which increase to $s$, we may repeat this argument inductively to see that we can obtain $(*)-(* * *)$ for $r>r_{k}$, with $r_{k}$ defined inductively from the initial value $r_{0}=\infty$ by $\frac{1}{r_{k+1}}=\frac{1}{r_{k}}+\frac{p}{2}\left(1-\frac{1}{r_{k}}\right)$. Since $r_{k} \downarrow 1$, we therefore have $(*)-(* * *)$ for all $r, s>1$.

Proof of the lemma. The result follows from the Littlewood-Paley argument in [15] once we prove an $l^{2}$-valued inequality in place of the one [15, (2.10)] which is not proven for the case $1<p<2$. To get this inequality, we first see that the hypotheses of the lemma gives

$$
\begin{equation*}
\int\left(\sup _{j}\left|\sigma_{j} * f_{j}\right|\right)^{p} v^{1 / r_{0}} \leq C_{p, r_{0}} \int\left(\sup _{j}\left|f_{j}\right|\right)^{p}\left(M M^{|\widetilde{\sigma}|} M_{s} v\right)^{1 / r_{0}} \tag{1}
\end{equation*}
$$

which follows from $(* * *)$ and the inequality $\sup _{j}\left|\sigma_{j} * f_{j}\right| \leq M^{|\sigma|}\left(\sup _{j}\left|f_{j}\right|\right)$. We can also show the inequality

$$
\begin{align*}
\int \sum_{j}\left|\sigma_{j} * f_{j}\right|^{p} v & \leq C_{p} \int \sum_{j}\left|f_{j}\right|^{p} M^{|\widetilde{\sigma}|} v \\
& \leq C_{p} \int \sum_{j}\left|f_{j}\right|^{p} M M^{|\widetilde{\sigma}|} M_{\bar{s}} v \tag{2}
\end{align*}
$$

The second line of this inequality follows by simply enlarging the weight on the first line, and the first line follows once we show $\left\|\sigma_{j} * f\right\|_{L^{p}(v)} \leq C\|f\|_{L^{p}(M|\tilde{\sigma}| v)}$ uniformly in $j$. This in turn is shown by interpolating between the corresponding bound at $p=1$ (which follows easily by duality), and the trivial bound $\left\|\sigma_{j} * f\right\|_{\infty} \leq C\|f\|_{\infty}$.

Now, we may view the operation sending $\left\{f_{j}\right\}_{j \in Z}$ into $\left\{\sigma_{j} * f_{j}\right\}_{j \in Z}$ as a linear operator on the space of sequence-valued functions, so that (1) and (2) are weighted $l^{q}$-valued inequalities for this operator, taking $q=\infty$ and $q=p$
respectively. When interpolating with change of measures between function spaces of this type, the spaces that result are again weighted $l^{q}$-valued function spaces, with $q$ being the corresponding interpolated value and with the weight being the same as arises in the interpolation of the corresponding scalar-valued weight spaces. This may by seen by a straightforward modification of the scalar interpolation argument in [17] and a more general statement of this interpolation property may be found in [18]. As a consequence of this kind of interpolation between (1) and (2), we obtain the weighted $l^{2}$-valued inequality

$$
\begin{equation*}
\int\left\{\sum_{j}\left|\sigma_{j} * f_{j}\right|^{2}\right\}^{p / 2} v^{1 / r_{1}} \leq C \int\left\{\sum_{j}\left|f_{j}\right|^{2}\right\}^{p / 2}\left(M M^{\widetilde{\sigma} \mid} M_{\bar{s}} v\right)^{1 / r_{1}} \tag{S}
\end{equation*}
$$

for $r_{1}$ as given in the statement of the theorem.
We now use the Littlewood-Paley argument of [15], with the square inequality appearing there being replaced in the case $1<p<2$ by (S). This will give the inequality

$$
\int\left|T^{\sigma} f\right|^{p} v^{1 / r_{1}} \leq C_{p, r, s_{1}, s_{2}} \int|f|^{p}\left\{M_{s_{2}}\left(M M^{|\widetilde{\sigma}|} M_{s} M_{s_{1}} v\right)^{1 / r_{1}}\right\}
$$

for any $s_{1}, s_{2}>1$. This is essentially $(*)$ except that the weight on the right is complicated by extra iterations of the operator $M_{s}$. We shall eliminate these extra iterations using the Coifman-Rochberg inequality, which says that whenever $0<\theta<1$,

$$
M\left\{(M v)^{\theta}\right\} \leq C_{\theta}(M v)^{\theta}
$$

for all locally integrable $v$, with constant independent of $v$. We first choose $s_{1}>s$ and $s_{2}<r_{1}$ in $\left(*^{\prime}\right)$, next we apply the Coifman-Rochberg inequality, and then we relabel exponents, and this gives us $(*)$ for the desired range, which completes the proof.

Note. Of the Fourier transform requirements (1.9), (1.10) of [15] which are placed upon the measures, the bound (1.9(i)) and the the first bound in (1.10) typically arise as a consequence of a condition on the support of the measures. An alternative proof for all $p>1$ of the two-weight inequalities is sketched in [20, Note in the proof of Theorem 4] under the stronger assumption that this support condition holds.
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