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Cautious View on Network Coding
— From Theory to Practice
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Abstract: Energy consumption has been mostly neglected in net-
work coding (NC) research so far. This work investigates several
different properties of NC that influence the energy consumption
and thus are important when designing NC systems for battery-
driven devices. Different approaches to the necessary implemen-
tation of coding operations and Galois fields arithmetic are con-
sidered and complexity expressions for coding operations are pro-
vided. We also benchmark our own mobile phone implementation
on a Nokia N95 under different seftings. Several NC strategies are
described and compared, furthermore expressions for transmission
times are developed. It is also shown that the use of NC introduces
a trade off between reduction in transmission time and increase in
energy consumpftion.

Index Terms: Energy, IEEES802, mobile phones, network coding,
performance, wireless networks.

I. INTRODUCTION

In this work, we focus on problems and challenges posed by
implementing random linear network coding (RLNC) on com-
mercially available mobile devices and how this affects the uti-
lization of network interfaces. RLNC is considered as it is a
promising candidate for a practical implementation of network
coding (NC) and has properties that allow for low complexity
control and error correction systems [1]. We consider RLNC for
deployment in a wireless network and it is therefore natural that
the implementation is tested on mobile devices. Such devices
are most often battery driven and the energy consumption there-
fore influences the operational time, which is an important factor
for the end-user. Thus an efficient utilization of wireless inter-
faces becomes an important design criterion as it can constitute
a considerable portion of the energy consumption. Another im-
portant factor is the additional computational resources spent as
a result of coding operations, this will inevitable increase the
energy consumption.

A large body of existing literature [2] treats the benefits of
NC that can be shown theoretically. The costs of implementing
NC in terms computational overhead, memory consumption or
network usage is often not considered. However, the attention
towards practical iraplementation problems of NC is on the rise
and is increasingly relevant as deployment schemes are being
proposed and evaluated [3]-[6]. In [7] and [8], implementation
problems are investigated with focus on the computational com-
plexity of coding operations. An implementation using log and
anti-log tables is constructed and evaluated. Throughput up to
11 MB/s is reported on a 3.6 GHz dual core Intel P4 central
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processing unit (CPU), but performance decreases fast as the
number of packets that are coded together increases. Different
optimization techniques are described and incorporated. Gener-
ated network overhead as a consequence of utilizing NC is com-
mented and sought to be reduced. Furthermore, the concepts
of aggressiveness and density and its impact of performance are
studied. In [9], a coding throughput of 44 Mb/s is reported us-
ing an implementation based on a simple full-size look-up table.
This is achieved on a 800 MHz Intel Celeron CPU when 32
packets, K = 32, of 1500 B are coded together. The observed
throughput is approximately 10 times higher than that reported
in [7] at similar settings. The authors conclude that deployment
is not a problem, however it is mentioned that throughput for
K = 32 is the best case, unfortunately no performance for
K > 32 is provided. In [10], tables are not used for Galois field
multiplication, instead a loop based approach is used. In combi-
nation with single instruction, multiple data (SIMD} instruction
sets this approach provides a large performance increase of over
500% compared to a baseline implementation. The implemen-
tation is further optimized through parallelization and encoding
speeds up to 43 MB/s is reported on a 2.8 GHz quad core Intel
P4 CPU. Even though these results are promising, they do not
necessarily indicate that NC can be deployed on mobile devices,
such as mobile phones or wireless sensors, because the hard-
ware resources available on such devices are considerably lower
than those of the desktop computers used to obtain these results.
However the throughput needed on such mobile devices can also
be assumed to be considerably lower than that of a desktop com-
puter. One additional constraint that these evaluations do not
consider is the energy consumption which is an important factor
for mobile devices. In spite of the large amount of research re-
lated to NC very little attention has been directed towards NCs
effect on the energy consumption. In {11} and [12], the problem
of minimum energy broadcasting in ad-hoc wireless networks is
treated. Although this work is obviously related to energy con-
sumption, it focuses on the network layer and the layers below
and takes a theoretical approach by relying on analysis and sim-
ulation. Qur work is directed towards the application layer and
considers implementation and real life evaluation. To the best
of our knowledge there is not any existing work that is directly
related to the work presented here.

Our contribution is an overview and discussion of practical
implementation of NC and is two-fold. First we consider the in-
ternal aspects of NC on a mobile device, which is related to what
is executed on the device and its hardware limitations. Secondly
we provide an external view, which is related to the properties
of the communication links and the network topology. As we
primarily consider deployment on mobile devices our main fo-
cus is on energy consumption and how it is affected when NC is
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used in a wireless network. As coding operations consume com-
putational resources and in turn those increase the energy con-
sumption, we consider the computational complexity of RLNC
and discuss different implementation approaches. We provide
benchmarks of encoding and decoding on our own implementa-
tion running on a high-end mobile phone, the Nokia N95. We
describe different NC strategies and their operation in detail for
two example networks and give expressions for the transmission
time of the different strategies. We also show that there exists
a trade off between energy consumption and transmission time
when NC is deployed in such networks. These findings show
that additional considerations exist when NC is employed on
battery driven devices and that new strategies therefore must be
developed and evaluated both with respect to throughput and en-
ergy consumption.

This work is organized in the following sections. Section II-
A presents an analysis of the computational complexity and its
implications. In Section III-A, the transmission time and energy
consumption of different transmission strategies is presented in
a simple scenario. In Section III-B, the example is expanded to
a scenario that is better suited for demonstrating wireless trans-
mission and the strategies is described in more detail. The final
conclusion is drawn in Section IV.

II. INTERNAL VIEW

In current research network coding is being evaluated to en-
hance a wide variety of protocols, services and applications. To
utilize network coding, nodes in the network will have to per-
form coding operations on the data-flows traversing them. These
operations incur additional resource consumption on the devices
and can potentially define a lower bound on the type of devices
capable of utilizing these new ideas. In RLNC, one concern
is the high computational complexity [7], which limits the cur-
rently achievable coding bandwidth. This poses not only a prob-
lem for low-performance devices, but also battery driven mobile
devices where high CPU utilization affect the standby and oper-
ational time negatively. In the following, we will determine the
computational complexity of performing RLNC and investigate
the cost of the underlying algebraic finite field operations. These
operations can be implemented in a number of ways, with vari-
ous advantages and drawbacks, which will be presented. Finally
a number of measurement results will be presented showing the
maximum coding bandwidth and energy consumption of a spe-
cific RLNC implementation on high-end mobile devices.

A. Computational Complexity

In RLNC, source nodes are encoding data packets to be trans-
mitted onto the network. This operation must be reversed at the
sink nodes, by decoding the received packets. These operations
require a certain amount of computational effort. To determine
if the deployment of RLNC is feasible on devices with low com-
putational resources we consider the computational complexity
of these operations. For a more detailed description of the en-
coding and decoding operations, consult [13].

A.1 Encoding

In RLNC, two factors influence the computational complex-
ity of the encoding process, the first is the number of original
packets, n, used to generate one encoded packet. In RLNC, this
number is commonly refereed to as the size of the batch or gen-
eration. The second factor is the length, m, of the individual
packets, in this context the length is not necessarily counted in
bytes, but dependent on the element size of the underlying alge-
braic finite field. Commonly finite field elements represents 8,
16, or 32 bits, e.g., if each field element is 16 bits and a packet
is 1200 bytes the resulting length is 600 elements.

To generate one encoded data packet x, n original data pack-
ets of length m are arranged in the matrix M = [m'm? - - - m™]
and multiplied with a randomly generated vector g of length n.
The encoding can thus be written as a simple matrix multiplica-
tion, X = M x G, where the result X = [x'x?---x"] consists
of the n encoded data packets and G = [g'g? - - - g"] contains n
randomly generated encoding vectors. The complexity of gen-
erating a random number is system specific bat is assumed to be
constant, 7, hence generating g has the complexity O(nr). The
matrix-vector multiplication has the complexity O(nm), when
naive multiplication is used [14] and encoding one packet x
therefore requires O(n(r+m)). In order for a receiver to decode
n original packets it must receive n linear independent encoded
data packets. Encoding n packets from M has the complexity
O(n%(r +m)).

A.2 Decoding

In order for the decoder to successfully recreate the original
data packets, n linear independent encoded packets and encod-
ing vectors must be received. All received encoded packets are
placed in the matrix X = [x'x? - - - "] and that all encoding vec-
tors are placed in the matrix G = [g'g? - - - g"]. The original data
M can then be decoded as M = X x G ™. Decoding one packet
is performed by the matrix-vector multiplication X x (g) ~?, with
complexity O(nm), however this requires that the encoding vec-
tor g has been inverted. Inverting G has the complexity O(n?),
when Gauss-Jordan elimination is applied. Thus, decoding n en-
coded packets has the complexity O(n?m + n3). It should be
noted that the computational complexity can be lowered slightly
as some lower complexity matrix-matrix multiplication and ma-
trix inversion methods exist [14].

As seen the encoding and decoding operations consist mainly
of matrix multiplications and inversions of dense matrices with
makes the used algorithins difficult to optimize. Even though
some optimizations exist the resulting improvements are minor,
and usually apply only to very large mafrices [15]. Since the
amount of operations needed cannot be reduced significantly,
further optimizations must target the individual matrix element
operations.

B. Finite Fields Arithmetics

The algebraic operations used in RLNC encoding and decod-
ing are defined within a branch of mathematics known as a fi-
nite fields or Galois fields. Galois fields are special constructs
consisting of a finite number of elements, over which standard
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Table 1. Memory consumption of log and anti-log tables used for Galois
field arithmetic’s using different field sizes.

Table type | Field size | Memory consumption
Logarithmic | GF(2%) 512B
Logarithmic | GF(2'%) 128 KB
Logarithmic | GF(2°?) 42 GB

arithmetic operations (addition, subtraction, multiplication, and
division) are closed. This essentially means that any arithmetic
operations performed on two elements in the field will result
in an element also in the field. As implementations of various
coding algorithms have to deal with the finite precision of com-
puters, Galois fields have become a key component when im-
plementing arithmetic operations required by e.g., forward er-
ror correction (FEC) or cryptographic algorithms. As all arith-
metics with packets performed in RLNC are computed over a
Galois field, the performance of the Galois field implementation
is a critical factor in the overall system performance. Especially
multiplication and division are computationally demanding and
therefore often optimized using logarithmic look-up tables. A
comparative study of different techniques is presented in [16], in
which Greenan et al. find that the performance of different Ga-
lois field implementations is highly dependent on the underly-
ing hardware. Different platforms might therefore benefit from
different representations of the lookup tables. In a recent pa-
per [10] by Shojania et al., a standard logarithmic table based
implementation is out-performed by a loop based approach, im-
plemented using hardware accelerated instructions available in
most modern CPUs. This approach also alleviates the memory
consumption imposed by the table base approaches, which could
pose a problem on memory constrained devices. To indicate the
memory overhead using tables, the memory consumption of the
widely used logarithmic table based method is presented in Ta-
ble 1.

As seen, tables representing fields larger than 16 bit are hardly
acceptable even on high-end devices. However implementa-
tions using 8 or 16 bit elements will not take advantage of the
full 32 or 64 bit data-path on most modern hardware [17]. This
influences performance since the bits constituting a packet is
represented by a number of Galois field elements. Using large
fields have the additional advantage of reducing the number of
elements and thereby calculations significantly. As an example
moving from an 8 bit field to a 32 bit field reduces the number
of calculations by 75%.

C. RLNC Implementation

In the following, we present the results from the first imple-
mentation of RLNC on a high-end mobile phone, namely the
Nokia N95.

The Nokia N95 is one of the fastest mobiles currently avail-
able equipped with an ARM 11 CPU running at 332 MHz [18].
These results will serve as an initial indication of the perfor-
mance of a basic RLNC implementation, using standard matrix
calculations and Galois field implemented by logarithmic table
lookup. Fig. 2 shows the encoding and decoding throughput
measured for two different field sizes, in all tests a total of 200

Fig. 1. The testbed of Nokia N85 mobile phones.
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Fig. 2. Measured throughput of our RLNC implementation on a Nokia
N85 using underlying GF(28) and GF(219).

KB was coded.

Using GF(2%) the highest measured encoding throughput was
78 KB/s which is slightly slower than decoding that reached
83 KB/s. The coding throughput drops quickly as the num-
ber of packets coded increases. The general slower decoding
is a result of the higher computational complexity of decod-
ing, due to the additional matrix inversion. Using GF(2!6) re-
sults in increased throughput with the highest measured en-
coding throughput reaching 117 KB/s while decoding reached
124 KB/s.

Clearly from these results, this type of basic implementa-
tion yields far from impressive throughput and optimizations
is needed to match the wireless local area network (WLAN)
speeds achievable on the N95. The low performance of RLNC
has an additional cost on this type of devices, namely a sub-
stantially increased energy consumption, which during encod-
ing and decoding was measured to 0.6 W. As a comparison
this is approximately half the energy spent while using WLAN
to receive data. This kind of energy consumption would result
in a noticeable degradation of the phones standby and opera-
tional time. More efficient RLNC implementations is therefore
needed. Software optimization has shown to improve the per-
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Fig. 3. Thermal images of the Nokia N95: (a) WLAN is powered down
and (b) WLAN has been powered on for approx. 15 minutes and the
device is considerably heated from power dissipated from the WLAN
card.

formance considerably which would also decrease the energy
consumption. Another possibility is hardware accelerated ap-
proaches, such solutions are still to be seen but could potentially
reduce energy consumption further.

III. EXTERNAL VIEW

In this section, we consider how the utilization of network
coding affects the energy consumption of a mobile device. En-
ergy consumption is becoming an increasingly important topic
for mobile device manufactures as they face several conflicting
requirements from the users. On one side users demands new
power hungry features such as global positioning system (GPS),
large screens and fast wireless network connections while on
the other side they want small devices with long standby and
operational time. However as the capacity of batteries is not
subject to the same exponential growth as processing power and
storage [19], energy awareness is becoming an important pa-
rameter in the design of new features. Consequential researchers
may have to move focus from performance in terms of through-
put towards performance in terms of energy consumption, when
future wireless systems are designed. In [20], it is estimated
that communication and signal processing capabilities consti-
tute roughly 50% of the total power budget for a device. There-
fore a reduction in the power consumption of these capabilities
can have a substantial impact on the overall power usage. Sim-
ply using higher capacity batteries will not necessarily eliminate
this problem as high power consumption can become problem-
atic as it may result in overheating of devices [21]. Fig. 3 shows
thermal images of a Nokia N95 which illustrates the impact of
heating due to the power dispatched in the internal WLAN card.

In [22], it was shown how NC can decrease the number of
transmissions necessary to distribute data between a number of
devices and thereby increases the throughput of the individual
links. To calculate the “coding gain” for different topologies,
a number of simplified communication scenarios was proposed
and analyzed. In the following we base our studies on one of
these topologies, namely the wheel, in order to investigate the
“energy gain.”

In the wheel example network, pairs of nodes attempt to ex-
change data via a single center node, thus coding opportunities
exist in this network. In order to calculate and compare the en-
ergy consumption of different communication approaches, we
have measured the power consumed on a mobile device, in this
case the Nokia N95, during different operation modes using
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Table 2. Power levels used in broadcast - 1000 byte.

S Power Datarate Lossrate

tate W] [Mbps]  [%]
Sending 1,629 5,623 —
Receiving @ 3m 1,375 5,379 3,328
Receiving @ 30m 1,213 5,115 8,324
Idle @ 3m 0,979 — —
Idle @ 30m 0,952 — —
Sleep 0 - -

H /l
.-

[

- mm e

Fig. 4. The wheel example network.

WLAN [23].

To offér an alternative view we also consider technologies
where the idle power consumption is reduced to near zero e.g.,
digital video broadcasting-handheld (DVB-H). This will change
the resulting energy consumption and is interesting because such
technologies could become common in the near future.

A. The Wheel Network

We consider the wheel example as introduced in [22]. We use
this well established example network to achieve a better under-
standing of how network coding influences the utilization of the
nodes network interfaces. As the example network does not use
a realistic channel model, the results should not be generalized
to general wireless networks. Nevertheless the results are inter-
esting as they demonstrate that deployment of network coding
may be problematic, when the energy consumed by the wireless
interfaces in such a network is considered.

In the wheel N, nodes are placed on a circle around a cen-
ter node. The nodes on the circle will also be referred to as the
outer nodes. Two on the circle diametrically oppositely located
nodes is a pair and both nodes in such a pair wish to transmit
one packet to its peer, see Fig. 4. The center node can receive
and transmit packets to all nodes on the circle. Each of the outer
nodes is within transmission range of all other nodes, except its
peer.

All packets have the same size and are transmitted in slots. A
slot is a fixed time in which one node can transmit one packet
over the channel. We assume an ideal medium access strategy
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Table 3. Pure relaying.

Sending Receiving Idle
One outer node 1 1 2(N - 1)
All outer nodes N N 2N(N - 1)
Center node N N 0
Sum 2N 2N 2N(N - 1)

without collision. For each slot each node can be in one of three
states, sending, receiving, or idle. We consider three different
transmission schemes, pure relaying, pure network coding, and
network coding in teams.

A.1 Pure Relaying

To ensure that all node pairs exchange their packet, all outer
nodes transmit their packet to the center node that forwards it
to the destination. Hence, each outer node transmits once and
the center node repeats those transmissions. Thus, the num-
ber of sending slots equals 2N. As each transmitted packets
is received by only one node, the number of receiving nodes is
equal to the number of sending nodes. When one of the NV outer
nodes transmits, the remaining (N — 1) outer nodes are idle and
the center node is receiving. When the center node is sending,
one outer node is receiving and (N — 1) outer nodes are idie.
Thus, the total number of idle nodes is given by 2N (N — 1).
The transmission time .S is the time until the exchange of pack-
ets have been completed and is given by the number of sending
slots, as only one node can transmit in each slot

S = 2N. (1)

A.2 Pure Network Coding

Each outer node transmits its packet to the center node, this
transmission is overheard by all outer nodes except the peer of
the sending node. Hence, when all outer nodes have transmitted,
the center node holds all N packets and all outer nodes holds
N — 1 packets. The center node then codes all N packets to-
gether and transmit the coded packet which is received by all
outer nodes. This enables each outer node to decode the one
packet it did not receive, because it now holds N — 1 packets
and a combination of all IV packets. In this way the center node
is never idle and the outer nodes are only idle when their peer is
transmitting. The transmission time is given by the number of
sending slots

S=N+1 2)

Pure network coding decreases the transmission time, how-
ever the number of idle slots is reduced and the number of re-
ceiving slots is increased. If the power consumption while re-
ceiving is larger than the consumption while idle, this may re-
sult in higher energy consumption. We therefore propose an ap-
proach that decreases the number of receiving slots while still
using network coding.

A.3 Network Coding in Teams

The pairs of nodes is divided into a number of teams 7', hence
a team constitute a subset of N/2T pairs or N/T nodes. Only

Table 4. Pure network coding.

Sending Receiving Idle
One outer node 1 N ~1 1
All outer nodes N N(N-1) N
Center node 1 N 0
Sum N+1 N2 N
Table 5. Network coding in teams.
Sending  Receiving Idle
One outer node 1 -1 N 41
All outer nodes N NE -1 NWNZE4+T)
Center node T N 0
2 —
Sum N+T X N(NLZ +T)

one team is active at a time, thus all nodes not in the active team
are idle except for the center node which is always active. The
operation in an active team is identical to that of pure network
coding. Hence each of the N/T outer nodes in a team transmit
its packet, which is received by the center node and all outer
nodes in the team, except the sending nodes peer. The center
node then combines all packets and transmit the coded packet.
Thus, a total of N/T + 1 transmissions is performed in each
team. In this way each outer node receives a packet from the
center node and from the N/T outer nodes in its team, except
itself and its peer, thus N/7" — 1 packets. Each outer node is
idle in the T — 1 cases where its team is inactive and in one
slot when its peer is transmitting, thus each outer node is idle in
(T — 1)(N/T + 1) + 1 slots, which can be rewritten to N (1 —
1)/T + 7. The transmission time is given by the number of
sending slots

By the use of teams, higher transmission time can be traded
for a lower number of receiving slots. Thus, the number of pack-
ets each of the outer nodes needs to overhear can be reduced by
increasing 7.

A.4 Performance Evaluation

We are now able to compare the performance of the three
given schemes in terms of transmission time and energy in the
wheel topology. We set the number of outer nodes to 96 as it al-
low us to test many different team sizes. Allowing many differ-
ent team sizes provides important insight into how the different
strategies changes operations of individual nodes and thereby af-
fect energy consumption. We use the power consumptions given
in Table 2. Based on this the energy consumption of all nodes in
the cluster is calculated for pure relaying, pure network coding
and network coding in teams of 2 to 48. These results are nor-
malized and plotted against the transmission time of the scheme
in Fig. 5(a). 1t can be seen that the energy consumption of pure
network coding is lower than that of pure relaying. Interest-
ingly the energy consumption is reduced when a small number
of teams are used. However, if the number of teams becomes
too large the energy consumption increases. The reduction in
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Fig. 5. Energy consumption versus transmission time for pure relaying,
pure network coding and network coding in teams: (a) When WLAN
power consumption is assumed and {b) when an ideal technology
power consumption (Pgj. = 0) is assumed.

energy consumption comes at the price of a slightly increased
transmission time.

To investigate how NC could perform in combination with a
future wireless technology, we assume an ideal wireless tech-
nology where the idle power consumption is zero. Assuming
such a technology is relevant because the idle power is relatively
high for state of the art IEEE802.11 chipsets, however future
chipsets may reduce this as energy consumption becomes in-
creasingly important (e.g., driven by the use of VoIP on mobile
devices). We use the same receiving and transmission power
values as found for WLAN. Again we calculate the normalized
power consumption and plot it against the transmission time, see
Fig. 5(b). Note that the transmission time is the same as in the
previous example. Because pure NC increases the time spent re-
ceiving considerably, while decreasing the idle time, it increases
the amount of energy consumed significantly. When teams are
used the energy consumption is reduced considerably, even be-
low pure relaying, this however comes at the cost of increased

Fig. 6. The wheel++ example network.

transmission time compared to pure network coding.

These results demonstrate the advantages and disadvantages
of pure relaying and network coding when deployed in WLAN,
They also indicate that network coding in teams provide a good
trade off between transmission time and energy consumption.
The calculations for a future ideal technology shows that pure
network coding can result in a significantly increased energy
consumption if the idle power of the used wireless technology
is very low.

B. An Expanded Wheel Topology

For the wheel scenario we showed that a team approach to NC
is beneficial for the energy consumption. One scenario related
to this approach, which is often used as an example in wireless
cooperation, is a network consisting of a number of nodes hold-
ing disjoint data that is to be distribute among themselves {24].
In cooperative wireless networks, this technique can be used
with e.g., multiple description coding (MDC) [25], where the
use of cooperation can improve quality of service (QoS) while
decreasing energy consumption. We combine this scenario with
the wheel to form the wheel++ scenario illustrating cooperative
wireless networks (CWN) combined with NC. The wheel++
consists of two clusters where each cluster contains three nodes
that all cooperate to use the same service. Each node holds one
packet which it wishes to transmit to the two other nodes in its
cluster. The three nodes in a cluster is arranged on a line, thus
the center node of both clusters are located in the middle of the
wheel, as illustrated on Fig. 6. Both center nodes can receive and
transmit packets to all other nodes. Each of the outer nodes is
within transmission range of all other nodes, except the node in
its cluster that is located diametrically opposite to itself. Thus, it
should be noted that nodes can overhear transmissions of nodes
in other clusters.

To illustrate the cooperative nature of the schemes presented
for the wheel scenario we elaborate their operation in the
wheel++ scenario. We use the same assumptions as in the wheel
scenario and consider the same transmission schemes namely;
pure relaying, pure network coding, and network coding in
teams.
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Fig. 7. Operation and number of actions performed in the wheel++ sce-
nario when pure refaying is used.
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Fig. 8. Operation and number of actions performed in the wheel++ sce-
nario when pure network coding is used.
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Fig. 9. Operation and number of actions performed in the wheel++ sce-
naric when network coding in teams is used.

In pure relaying, to exchange the three packets, the center
node broadcasts its own packet. The outer nodes in each clus-
ter transmit their packet to the center node which forward these
packets. While one cluster is active the other cluster is idle. The
actions needed to performed the exchange is illustrated in Fig. 7.

In pure network coding, all center nodes broadcasts their
packet. Each of the outer nodes transmit its packet which is re-
ceived by one of the center nodes and all outer nodes except its
peer. The center node which overhear all transmitted packets
from the outer nodes, codes the packets from all outer nodes to-
gether and broadcast this. This packet is received by all outer
nodes, that now holds N — 1 packets and a combination of all N
packets, which enables them to decode the packet they had not
received.

In network coding with teams, the center nodes broadcasts
their own packets followed by each outer node transmit its
packet which is received by the center node of its cluster. The
center node then codes the two received packets and broadcast
the result. This enables the outer nodes to decode the packet they
did not receive.
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Fig. 10. Normalized energy consumption for pure relaying, network cod-
ing within a cluster, and pure NC for two clusters scenario.

B.1 Performance Evaluation

We calculate the energy consumption in order to deter-
mine how the different transmission strategies performs in the
wheel++ scenario. The energy consumption is calculated from
the number of sending, receiving and idle slots and the power
consumptions for WLAN given in Table 2. The ratio of idle and
receiving slots for the different approaches can be seen by in-
specting Figs. 7, 8, and 9. The normalized energy for pure re-
laying, pure network coding and network coding within a team,
for the wheel++ with six nodes is illustrated on Fig. 10. The en-
ergy consumption is lowest when pure network coding is used,
followed by NC within a cluster and with pure relaying consum-
ing the most energy. It should be noted that pure NC provides
the best performance in terms of transmission time.

If we assume a more battery friendly technology where the
idle power is considerably reduced compared to the receiving
and/or sending power, in the ideal case P, 4. = 0, the result is
not surprisingly, very different. To obtain the resulting energy
consumptions observe Figure 10 but ignore the top box for each
of the bars, as this bar represent the idle consumption. With
such a technology NC within a team will consume the least en-
ergy. pure relaying will consume slightly more and pure NC will
consume the most energy, almost 30% more than NC in teams.

The results for the wheel and wheel++ illustrates why op-
portunistic listening, advocated in [22] and [26], might per-
form poorly from an energy perspective in some scenarios, es-
pecially if future technologies minimizes the idle power con-
sumption. Opportunistic listening is to overhear all surround-
ing traffic which can be used to create coding opportunities and
thus create a more efficient packet transmission scheme. The
authors demonstrate in a real life implementation that using op-
portunistic listening can increase the throughput. However the
performance evaluation did not include the energy cost and thus
increased energy consumption as a consequence of a continu-
ously receiving wireless interface was not observed. Therefore,
this approach may be problematic when it is combined with bat-
tery driven device and thus it should be used wisely on such de-
vices. To conserve energy we should instead seek to minimize
the use of the wireless interface instead of continuously listen-
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ing, this poses an interesting problem which requires a funda-
mentally different approach to the use of NC in a wireless net-
work.

IV. CONCLUSION

In this work, we have investigated several practical aspects
and challenges arising when implementing network coding on
real devices. This work provides insights into several different
properties of NC that influence the energy consumption and thus
is important when designing NC systems for battery driven de-
vices. The performance of a basic RLNC implementation was
evaluated on a high-end mobile phone. The results confirmed
that the high computational complexity of RLNC create a per-
formance bottleneck when compared to the achievable speed of
the WLAN interface. During the measurements the high CPU
utilization resulted in an increased power consumption. This
problem should be addressed as power management and con-
sumption is becoming an issue of increasing importance on mo-
bile phones. To solve this problem an optimized implementa-
tion is needed, potentially using hardware accelerated methods.
In addition, we have considered the communication in two sim-
ple topologies, this was done to investigate how network coding
affects the operations performed by the individual devices. We
found that pure network coding or opportunistic listening ap-
proaches as suggested by others, significantly change the ratio
of the time a device spends in the idle and the receiving state.
While pure network coding is beneficial in terms of transmis-
sion time, we saw that more coding lead to an increased energy
consumption as the amount of devices increase. To mitigate this
problem we have introduced the idea of forming network coding
teams, which offer a trade off between transmission time and en-
ergy. The final performance analysis shows that the idle power
of the WLAN technology has a huge impact on the potential en-
ergy savings.

This work has shown the potential of NC, but also its limita-
tions when it is deployed on mobile platforms. For such plat-
forms the use of NC should be carefully considered in order to
achieve benefits in terms of transmission time without sacrific-
ing the limited energy resource.
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