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Abstract

Fuzzy regression, a nonparametric method, can be quite useful in estimating the relationships among variables where the
available data are very limited and imprecise. It can also serve as a sound methodology that can be applied to a variety of
management and engineering problems where variables are interacting in an uncertain, qualitative, and fuzzy way. A close
examination of the fuzzy regression algorithm reveals that the resulting possibility distribution of fuzzy parameters, which
makes this technique attractive in a fuzzy environment, is dependent upon an h parameter value. The h value, which is
between 0 and 1, is referred to as the degree of fit of the estimated fuzzy linear model to the given data, and is subjectively
selected by a decision maker (DM) as an input to the model. The selection of a proper value of % is important in fuzzy
regression, because it determines the range of the posibility ditributions of the fuzzy parameters. In this paper, we discuss
the interdependent relationship among the h value, membership function shape, and the spreads of fuzzy parameters in

fuzzy linear regression with fuzzy input-output using shape-preserving operations.
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1. Introduction

Fuzzy linear regression, developed by Tanaka, Uejima,
and Asai [12], aims to model vague and imprecise phenom-
ena using the fuzzy functions defined by Zadeh’s extension
principle [14], which provides a general method for ex-
tending nonfuzzy mathematical concepts in order to deal
with fuzzy quantities. Fuzzy regression is a nonparametric
method, in the sense that the deviations between the ob-
served values and estimated values are assumed to depend
on the indefiniteness/vagueness of the parameters which
govern the system structure, not on its measurement errors.
A close examination of the fuzzy regression algorithm re-
veals that resulting possibility distribution of fuzzy param-
eters, which makes this technique attractive in a fuzzy en-
vironment, is dependent upon an h parameter value. The
h values, which is between 0 and 1, is referred to as the
degree of fit of the estimated fuzzy linear model to the
given data, and is subjectively selected by a decision maker
(DM) as an input to the model [12]. Conceptually, the h
parameter denotes a desired level of credibility or confi-
dence, i.e., for a given degree of credibility (viz. h), the
fuzzy regression algorithm determines the spreads (and the
center values as well) of the parameters that satisfy the A
level specified. The selection of a proper value of h is
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important in fuzzy regression, because it determines the
range of the possibility distributions of the fuzzy param-
eters. Tanaka and Watada [13] suggest that the selection
of the h value be based upon the sufficiency of the data
set available. They subjectively set A = 0 when the data
set is sufficiently large, and use a higher h as the size of
data set becomes smaller compared to some ideal size. h
value used in previous research vary widely, ranging from
0 to 0.9; for example,h = 0 in Tanaka and Watada [13],
h = 0.5 in Tanaka, Uejima, and Asai [12] A = 0.7 in
Bardossy, Bogardi, and Kelly [3], Bardossy, Bogardi, and
Duckstein [2], A = 0.75 in Bardossy [1], and h = 0.9 in
Gharpuray, Tanaka, Fan, and Lai [4], Oh, Kim, and Lee [9].
Moskowitz and Kim [7] determined the independent re-
lationship among the Avalue, membership function shape,
and the spreads of fuzzy parameters in fuzzy linear regres-
sion for real input-output data.

Recently, Hong, Lee and Do [6] presented a new
method to evaluate fuzzy linear regression models based
on Tanaka’s approach, where both input data output data
are fuzzy numbers using shape preserving fuzzy arithmetic
operations. They also proved scale-independent property
and discussed the effects outliers.

In this paper, we study further on the relationship
among the h value, membership function shape, and the
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spreads of fuzzy parameters in fuzzy linear regression for
fuzzy input-output data using shape-preserving operations.

2. Relationship among & value, membership
function, and spread of real input-output
fuzzy linear regression

Consider a fuzzy linear function
Y = AliEl + Ag.’lﬁg + -+ Ap.’L'p = AX,

where A = (A;, Ay, -, Ap) are fuzzy parameters, and
can be denoted in the vector form of A = {a,a},a =
(a1,az2, -+, ap),a = (ai,a, -+, 0p). Here, a; is the
mean or center value and «; the spread of a;. The problem
in the fuzzy linear regression model is to determine fuzzy
parameters A* such that the fuzzy estimate y; = A*z;
contains y; with more than h degree, for all j. The fuzzy
linear regression problem can be posed as an equivalent lin-
ear program as follows:
Find a and o with

Minimize
n n p
Ja,a) =Y ozl =D > ajlel (1
i=1 i=1 j=1
Subject to
14 14
> i + 1IN agles] > s 2
j=1 j=1
P P
> agmi — (LT aglegl < wi ©)
j=1 j=1

where oy > Oforalli =1,2,---,n, y=1,2,---,p.

where L represent the membership function of a standard-
ized parameter.

We note that if the optimal solution to a fuzzy regres-
sion with a level of credibility (say, k1) is known, then it
is possible to identify how much the optimal solution is
affected by employing a different level of credibility (say,
hs) without solving the problem. This property is proved
by Tanaka and Watada [13]. We restate their theorem using
our notation to support the development to follow.

Theorem 2.1. ([13]) Let A} ; = (a*,c”) denote the op-
timal solution to a fuzzy regression given in (1)-(3) with a
level of credibility h; and membership function L. Then
the optimal solution with hy and L is

c*) . O]

* —
ho,L = (a

Y]
L (k)

A high h implies a high degree of confidence in the

fuzzy estimates associated with each model parameter,
with more confidence associated with a greater spread anal-
ogous in classical statistics to a wider confidence interval
for a higher confidence coefficient.
If the optimal solution to a fuzzy regression with a mem-
bership function (say, L;) is known, then one can readily
determine how much the optimal solution is affected by
employing a different membership function (say, Lo) at the
same level of credibility h, which derives from the follow-
ing theorem by Moskowitz and Kim [8].

Theorem 2.2. ([8]) Let A} ; = (a*,c") denote the op-
timal solution to a fuzzy regression given in (1)-(3) with a
level of credibility A and membership function L;. Then
the optimal solution with & and L is

o LT
A,hL2 = <a , |L2_1(h)|c ) . 5)

Moskowitz and Kim{8] also showed their joint effects
on the spreads of fuzzy parameters with the following the-
orem.

Theorem 2.3. ([8]) Let A}y ; = (a*,c”) denote the op-
timal solution to a fuzzy regression given in (1)-(3) with a
level of credibility ; and membership function L;. Then
the optimal solution with hg and Ly is

(e IR
o = (= ) ©

Remark 2.4. We note that it the input as output in fuzzy
regression model given in (1)-(3) are fuzzy numbers(not
real) then we don’t have any similar types of results as The-
orem 1,2 and 3, i.e., there is no relationship among & value,
membership function shape, and spread.

Recently, Hong, Lee and Do [6] presented a new
method to evaluate fuzzy linear regression models based
on Tanaka’s approach, where both input data output data
are fuzzy numbers using shape preserving fuzzy arithmetic
operations. They also proved scale-independent property
and discussed the effects outliers.

In the next section, we discuss further on the relation-
ship among the h value, membership function shape, and
the spreads of fuzzy parameters in fuzzy linear regression
for fuzzy input-output data using shape-preserving opera-
tions which are similar to Theorem 1, 2, and 3, and are
same when the input and output are real.
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3. Relationship among /. value, membership
function, and spread in fuzzy linear
regression using shape-preserving operations

In this section, we first consider fuzzy linear regres-
sion model based on Tanaka’s approach, where both input
data and output data are fuzzy numbers, under Ty, -based
fuzzy arithmetic operations where Ty (a,b) = min{a, b}
it max{a,b} = 1 and, 0, otherwise. It is noted that Ty is
the only ¢-norm which induces a shape preserving multipli-
cations of L R-fuzzy numbers [7].

The followings are definitions and results of Ty -based
fuzzy arithmetic operations.

A fuzzy number is a convex subset of the real line R with
a normalized membership function.

A triangular fuzzy number & denoted by (a, o, §) is de-
fined as

1 - lezdl ifa—a<t<aq,
at) =< 1-letl o <t<ats,
0 otherwise,

where a € R is the center and o > 0 is the left spread,
B > 0 is the right spread of a.
If & = 3, then the triangular fuzzy number is called a
symmetric triangular fuzzy number and denoted by (a, ).
An L — R fuzzy number @ = (a, «, 8) g is a function
from the reals into the interval [0, 1] satisfying

R(5?) fora<t<a+p,
L(%) fora—a<t<a,

0 else

a(t) =

where L and R and non-decreasing and continuous func-
tion from [0, 1] to [0, 1] satisfying L(0) = R(0) = 1 and
L(1) = R(1) = 0. if L = R and « = (3, then the symmet-
ric L — L fuzzy number is denoted (a, o) ..

Let A, B be fuzzy numbers of the real line R. The
fuzzy number arithmetic operations are summarized as fol-
lows:

Fuzzy number addition &:

sup Tw (A(z), B(y)).
T+y==z

(Ae B)(z) =

Fuzzy number multiplication & :

sup Tw (A(z), B(y))-

T y=z

(A@ B)(2) =

Then we have the following two lemmas [5].

Lemma 3.1. Let A; = (ai,ai,ﬂi)LR,Xi =
(zi,%,0:)LRr,t = 1,2,--+,pand leta; > 0,z; > 0,1 =

1,2,---,p. Then, the possibilistic linear function with
fuzzy parameter A; and fuzzy variables X;,i = 1,2, -+, p,
is given by
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Y
=(A4®0X)®(A:0X)® - & (4, ®X,)

P
= (Z ai%‘,fg?;ip(ai%wiai),fgfbsxp(ai%wiﬂi)) -
LR

i=1

Lemma 3.2. Let A; = (a;,;)1,Xs = (@3, %)1,1 =
1~, 2., p. Thgn the membership fynction of Y =(4;®
X1)® (A2 X2)® - & (4, ® X,) is given by

py(y) = L((y — Zaimi)/ lfgflé(p(lad%]xﬂai)).

=1

Let us consider fuzzy output Y; = (yi, ;)1 and fuzzy
inputs Xi = (Xil’ cen ,Xip),i = 1, RN 12 where Xij =
(xij>Yij)L, 3 = 1,---,p. In the case of non-fuzzy output
data, to formulate a possibilistic linear model, the follow-
ing conditions are assumed.

(i) The data can be represented by a possibilistic linear

model:
VY o= (A1@Xn)®d 040 Xy)
= AxX;,i=1,2,--,n. @)
where A} = (aj,05)r,5 =1,2,--+,p.
(ii) Given input-output relations (X;,Y;),% =

1,2,3,---,n and a threshold A, it must hold that
pet b 1) Cpgi(1)i=1,2,-n. (8)

(iii) The index of fuzziness of the possiblitic linear
model,
n
J(a,a) =

1 gfgp(laﬂ%j’ |z451ex;)- ©)

Under the above assumption, our problem is to obtain fuzzy
parameters A7, ---, A7 that minimize J(a, &) in (9) sub-
ject to constraint (8). This problem can be solved as the
following mixed L P problem:

Minimize
n
J(a, o) = Zl fgfgp(laﬂ’ﬁjv |z4j|es),
=

Subject to

P
yi—zajwij
j=1
-1 Nvis il — | L1 .
< L0 max (a1, il — |L 7 (B,
(10)
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where a; > Oforalli=1,2,---,n,5=1,2,---,p.

4. Fuzzy input-Fuzzy output case

Firstly, we consider the following mixed LP problem
which can be obtained from (10) by multiplying the spread
of input and output data by some constant C.

Minimize

Je(a, @) = J(ca, )

Subject to

p
lvi = Y ajzij]
j=1
< LR wax (|a;|di;, |zijlay) |IL~(R)|f;
ALY 4
(1

where a; < 0, §; = cy; and f; = ce; for all i =
1,2,---,m,j=1,2,---,p.

We now have an interesting relationship among h value,
membership function, and spread in the fuzzy linear regres-

sion using shape-preserving operation.

Theorem 4.1. Let A} ; = (a*,a) denote the opti-
mal solution to a fuzzy regression in (10) with a level of
credibility b, and membership function L;. Then the op-
timal solution to a fuzzy regression in (11) with a level of

—1
credibility hs, membership function Ly and ¢ = —L—'—iAIE:‘l;
2
is 1 2
L (M)
B} = (a", | | o
ha,L2 ( LZ_ 1 (h2) )

Proof. Let My, 1, and Ny, 1, denote the feasible region
of the mixed linear programming problems given in (104)
and (11) with a level of credibility ;, ho and membership
function Ly, Lo, respectively. Since (a*, &*) € My, 1, by
definition of Ay, 1., wehavefori=1,.--,n,

r
lyi = > ajwig
i=1

< L7 (k)] fgj&gpﬂa}fl%ja |zijlak) — 1L (ha)les
_ Lyt (h)

_ 1 * 1 .

= |L2 (h2)|1r£]ag(p (saj| L;l(hg) Yijs
L), _ LT (h
L0 a3l ) - 123" ()l | TS e
L2 (h2) Lz (h2)

I -1 *| 5

= Ly (k)| max (jaj|0i,
L' ()| -
Ll_l(hz) O‘j|$ij|) —Lzl(h2)fi~

L' (h1)
Ly (h2)
(a, ) € Ny, 1, should satisfy

p
lyi — Z a;Tij]
j=1

Hence, we have that (a*, a*) € Np, 1, Any

< 1Ly (he)] ax (lasldig, @isles) = 1L3 " (Ra) I fi
SJ5p
Lyl ()
— -1 . 1 - eys
= |L2 (h2)11r£jasxp(!ajl Lz_l(hz) 71J>ix1]IaJ)
_ Lt (k)
— L7 (ho)| |22 ey
15 )l | oy
- Ly ()
= |L1l(hl)lgygpﬂaﬂm,mﬂ m a;)
—Li ' (h)es.
. LT7Y(h1)
This means that (a, i—’;w a) € My, 1,
2
Now, for any (a, &) € Np, 1,
-1
Faa) = a8 g
Ly (h2)
LYk Lt
Ly (h2) Ly (h2)
-1
sy
L, (hZ)
L—-l h —1
J( 1_1( 1) *7 Ll_l(hl) OL*)
Ly (he) Ly " (h2)
-1
= J'(a*, Ll_l(hl) a*).
Ly (h2)
Therefore, (a*, % ™) is the optimal solution to a
fuzzy regression in 11). O

5. Real input-fuzzy output case

We note that if all input data are real, i.e., v;; = 0 for
all 4, j, then J(a, @) = J.(a, ) in (11).

Assume all input data are real and consider the follow-
ing mixed LP problem which can be obtained from (10) by
rescaling spread of output data;

Minimize
J(a, a)

Subject to

309



International Journal of Fuzzy Logic and Intelligent Systems, vol. 8, no. 4, December 2008

Y4
lyi — Y ajzig
j=1
< TR max |ziley — LN (12)
Sisp

where a; > 0, f; = ce; forall i =
1a27"'7p'

1327"'7n7j =

We will have the following result from Theorem 4.

Theorem 5.1.  Suppose that all input data are real, i.e.,
Yij =0fori=1,2,---,n,j=1,2,---,p. Let A} ; =
(a*, a*) denote the optimal solution to a fuzzy regression
given in (10) with a level of credibility ~; and member-
ship function L;. Then the optimal solution to a fuzzy re-
gression in (12) with a level of credibility hs, membership

. _ et .
function Ls and ¢ = ’fm is
LTY(hy)
C; = (a*, |22 a*).
hz,Lz ( L2—1(h2) )

6. Real input-output

It all input-output data are real, i.e., v;; = e; = 0 for all
i, j, then the optimal solution B} | to a fuzzy regression in
(11) with a Jevel of credibility A and membership function
L is same as A} ;. Therefore, we have the following result
which is same version of Moskowitz and Kim [8]-

Theorem 6.1. Suppose that all input-output data are real,
ie,v; =e =0fori =1,2,---,n,5=1,---,p. Let
Aj 1, = (a%,a) denote the optimal solution to a fuzzy
regression given in (3.4) with a level of credibility #; and
membership function L;. Then the optimal solution with
ho and Ls is

B )| e

Lyt (ha)

ZZ:LZ = (a*’

The following results are immediate.

Corollary 6.2. Suppose that all input-output data are real.
Let A} ; = (a*,a") denote the optimal solution to a
fuzzy regression in(3,4) with a level of credibility /# and
membership function L;. Then the optimal solution with &
and Lo is

L (h)
L3 (h)
Corollary 6.3. Suppose that all input-output data are real.

Let A} ;= (a*,a*) denote the optimal solution to a
fuzzy regression in (3,4) with a level of credibility /; and

A;;«,LQ = (a* b

-
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membership function L. The optimal solution with A5 and
Lis

7. Conclusion

We determined the relationship among A value, mem-
bership function shape L, and spread of fuzzy parameters
o in fuzzy linear regression using shape-preserving oper-
ations, in order that the mechanism of fuzzy regression
can be understood more insightfully. We also examined
the sensitivity of the spread with respect to the hvalue and
membership function shape L for the cases of fuzzy input-
output, real input-fuzzy output and real input-output. For
the case of real input-output, we have exactly same version
of results in Moskowitz and Kim [8] and Tanaka,Uejima
and Asai [12].
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