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An approach for traffic signal control using RFID sensors

Gangdo Seo’ and Jinho Cho*

Abstract

The Korean government is building several futuristic cities, ubiquitous City (u-City), with the latest information
technology (IT) infrastructure and “ubiquitous” environment. In the “u-City”, Intelligent Transportation System (ITS) will
be one of the important services. This study proposed a traffic responsive urban traffic control system applicable in those
u-City, using RFID (Radio Frequency Identification) technology to get traffic information. And, we proposed a predictive
control model using the real time traffic information achieved from the proposed system. A simulation example is provided
to demonstrate the applicability of the proposed system and model.
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1. Introduction

The Korean government plans to build futuristic cit-
ies, ubiquitous City (u-City), with the latest information
technology (IT) infrastructure and “ubiquitous” environ-
ment (Songdo City, 2007)1!\. This plan will be achieved
by integrating IT infrastructure and ubiquitous informa-
tion services into urban space. In the “u-City”, Intelli-
gent Transportation System (ITS) will be one of the
important services like Hong Kong (W. LAM, 2001)%.
ITS refers to transportation related guidance, control
and information systems. These system use computer
and information technology to address transportation
functions at the level of individual vehicles roadways
and large transportation networks.

ITS needs to get the real time traffic information.
Especially the problem of how to measure traffic
through urban area as a real time is one of important
research topic. There is reviewed several systems that
are capable of estimating traffic situation using different
detectors (S. M. Turner, 1995)*; DMI (The integration
of an electronic Distance-Measuring Instrument with
the floating car technique), Cellular phone (used by
motorists to report their position at designated check-
points), AVI (Automatic vehicle identification), AVL
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(Automatic vehicle location), GPS (Global Positioning
System)receivers.

Now days, the RFID technology gained rapidly
development*l. There could be a system using RFID tag
to control traffic signal. There is a vehicle security sys-
tem using RFID (e-Plate). In this case, all vehicles
have an electronically tagged self-powered number
plate for identifying whether stationary or on the move.
In another works, it is introduced the RFID-based logis-
tic system and information services in ITS (F. LIU,
2006)°. They capture and transfer logistics information
on the basis of the RFID technology and the associated
ITS computer network. Yang developed RF controller
for ITS application (Yang G., 2007)"\. Tt is not focused
on traffic signal controller. The operation of a passive
RFID system in fast identification application is
researched and analyzed (K. Penttila, 2004)®!, They
found the achievable identification velocities of a pas-
sive RFID system. Reliable identification accuracy was
achieved up to 40 km/h moving velocities.

The quality of a traffic signal control system is gen-
erally defined in terms of safety and efficiency. Many
methods have been developed to solve the intersection
signal control problems®'%%2¢, A commonly used sig-
nal timing model is provided by Webster (1958)!"7), who
developed a detailed procedure to calculate cycle length
and green times. M. Papageorgiou reviewed most of the
currently implemented traffic control systems may be
into two principal classes; Fixed-time, Traffic respon-
sive (M. Papageorgiou, 2003)[8), Fixed-time strategies
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for a given time of day are derived off-line by use of
appropriate optimization codes. Traffic-responsive strat-
egies (TRS) make use of real-time measurements to cal-
culate in real time the suitable signal settings. Due to
dynamic nature of the technological development, traf-
fic responsive strategies are expected to have better per-
formance in the ubiquitous cities.

In the literature, advanced traffic-responsive pro-
grams for networks include OPAC (Garter, 1983) PRO-
DYN (Farges et al, 1983) CRONOS (Noillot et al,
1992) and COP (SEN and Head, 1997) (M. Papageor-
giou,2003)!"*2%, These strategies calculate in real time
the optimal values of the next few switching times over
a future time horizon H, starting from the current time
and the currently applied stage. To obtain the optimal
switching times, these methods solve in real time a
dynamic optimization problem employing realistic
dynamic traffic models with a sampling time, fed with
traffic measurements. In another work, a Fuzzy traffic
controller was presented with traffic responsive strate-
gies P12 It is composed a set of two inductive loops,
spaced by a distance (one set per lane), to detect vehicle
as well as its speed™.

On the other hand, isolated strategies are applicable
to single intersections while coordinated strategies con-
sider an urban zone or even a whole network compris-
ing many intersections. In the ITS, it would be
considered the traffic responsive, coordinated intersec-
tion control. TRS can be considered a centered and
decentralized. A combination of decentralized multi-
destination dynamic routing and real-time intersection
signal control for congested traffic network is proposed
by Umit Oziigner (J. Lei 1999)%!, They considered the
effects of applying routing and signal controlling in a
traffic network to handle saturated an under saturated
traffic conditions.

In this paper, RFID based traffic data collection sys-
tem is proposed in section 2. We focused on measuring
traffic information in the road. In Section 3, a model
predictive control system is proposed in order to mini-
mize the number of vehicles in queue in a arterial road.
We simulated the proposed model in different situations.

2. A proposed traffic control system
using RFID

2.1. A proposed traffic control system configura-
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Fig. 1. The architecture traffic signal control using RFID
in two intersections.

tion

The traffic signal controller used two loop detectors
on road to get traffic information. That system detects
the velocity of vehicle™. If we get more data about
traffic situation, we can control more exactly. So, we
proposed a new system using RFID to get more traffic
information.

We assume that every vehicle has its own RFID tag
in the u-city. A unique electronic identification code is
established for each vehicle tag and each unique code
is linked to Traffic Information Server (TIS) and a data-
base in the centralized vehicle-database. We proposed a
traffic control system using semi-active RFID tag to get
traffic information. The structure of this system in the
two intersections is outlined in Fig. 1. Consider each
intersection with 4 ways and the way with 3 lanes.

The proposed system consists of two parts: (1) TIS,
(2) Traffic control system (TCS). Each TIS manages
more than one RFID reader, which detects the presence
of small RF transmitters (often called tags), and pro-
vides the traffic information to the traffic control sys-
tem. The system allows controlling the omni directional
range of each of the RF readers to read tags within a
range of 1 to 20 meters.

The distance between RFID reader and the stop line
of intersection is about 80 m meters, which is decided
and could be changed by estimating the waiting queue
length in the red time. One reader on the way will detect
bidirectional vehicle movements. TIS #m and #n com-
municate each other to share their data.

TCS control traffic signal and calculate green time for
each lane with traffic information; queue, incoming
flow rate, outgoing flow rate, turning rate, link velocity,
and delay time.
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2.2. Link velocity and travel time measuring

Link velocity and travel time are important for appli-
cations ranging from congestion measurement to real-
time travel information (S. M. Turner, 1995), The link
velocity (m/s) can be calculated by dividing distance
with travel time. In the system, the distance between
two RFID readers is fixed and known on road. RFID
reader detects the compatible tags within its range, then
“asks” the detected tag to transmit its identity. The infor-
mation received by the reader is then passed to TIS
database to store arriving time. The travel time of a
vehicle is the difference of arriving time between two
readers. The link velocity Vj,; of one vehicle (i)
between reader RY, and R, is given by;

V)ink( V(l),Rf,),,R:,)
= DR, RMT(V(i).R) - TV (i).R) M

where Ta represents an arrival time of vehicle at the
reader RY | R" and R, represent RFID readers in the
m, n way and intersection #p, # r; D(R%, ,R}) is a dis-
tance between the reader RY and R,.

The average of link velocity is more reasonable to
inform the traffic situation. The average link velocity
Vink_aver Detween the reader RY and R, is set;

N
Vlin&»m'er(RinR:l) = z Viz'nk( V(Z)’Rﬁ,R;)/N (2)
i=1
where N is the number of vehicle passed between the
reader R and R, during time interval.

2.3. Queue length measuring in the lane

The queue length on each way is considered for most
traffic signal model. The turning movement rates is
assumed known and fixed in the model (C. Diakaki,
2002)!'%), We showed the example to count the number
of vehicle on each lane in the way in Fig. 2. In the case,
TIS #p detects one tag at reader RY, and does not detect
at any other points (RL ., , s=1,2,3,4) within the inter-
section, the vehicle owned that tag is come from other
intersection and waiting on the way m, TIS #p increases
then the queue length at reader RY,.

The total queue length ¢/,(k) and the each lane queue
length of the way m, at the discrete time kT, in the inter-
section #p is given by:

qur’l (k) = qi,ieﬁ(k) + qﬁ,slmight(k) + qf:l,right(k) (3)
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Fig. 2. An algorithm of calculating of queue length of the
way m in the TIS #p.

where qr’;:,lefr(k) ] qr’;l,righc‘(k) and qf:z.straight(k) repre-
sent the queve length of the left, right tum and straight
going lane on the way m.

The traffic on each lane is expressed by numbers of
vehicles conservation equation:

Ghieilk+1)=gh 1.4(k) +gnk) T, i,zeﬁ—qzm}(k)
qﬁz,righ:(k+ I ) = qrp;,right(k) + qﬁ(k) Tr’;l,right_qﬁz,m_R (k) (4)
ql[:t,slmight(k +1 ) = q:{v’f‘srraighz(k) + q;(k) Tri,srmight"qg,mdt?(k)

where gp, (k) » G igndk) a0d g} sraignl(k) ) are the
queue length on the left, right turn and straight going
lane of the way m in the intersection #p. The incoming
queue length to each lane is given by multiplying total
queue length ¢4 (k) with the tuming rate form m way
10 1eft (7510 ) Tight (75,5, )and stcaight way (Th e )
The numbers of vehicle going out from the way m to
lefi, right, and straight are g, (k). g, 2(k) and
qh o s(k) . We measured the queue length of each lane
using the TIS #p database.
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Fig. 3. The algorism calculating the out-going flow rate
from the way s to m within the intersection # p.

2.4. Out-going Flow rate measuring in the lane

In section 3, we proposed a traffic model. The out
going flow rate (vehicles/sec) on "each lane"is needed
for that traffic model. We should know the numbers of
vehicle during cycle time to calculate the flow rate
within the intersection. With one reader on the way in
the intersection, it cannot be known where the tag is
from, before searching the TIS database about the tag.
The algorism is shown in Fig 3. If the detected tag at
the reader R, is come from one of reader RY in the
same intersection #p, increase the number of vehicle

-239 -

q7(k) between reader R} and R}, . If there is no data
about the detected RFID tag in the TIS #p, increase the
number of vehicle gh(k) of that lane like counting
queue length. We set “5 sec” to decide whether there are
artiving vehicles to reader R}, or not.

The outgoing flow rate f7,, could be calculated by
dividing the queue length ¢?,, with the duration of pass-
ing from first starting to last end vehicle.

2.5. Incoming Flow rate in the lane

We could calculate the incoming flow rate (vehicles/
sec) on “each lane” by dividing the incoming numbers
of vehicle with the time duration of arriving vehicles at
RFID reader like calculating “out-going flow rate”. The
arrival time and the incoming numbers of vehicle could
be calculated by checking TIS database and TCS green
time sequence.

In this section, we briefly described about one way,
but it could be extended about the other way and coor-
dinated intersection. We focused on measuring traffic
information in the proposed system; the link velocity,
the queue length of each lane and flow rate. In the sec-
tion 3, we optimized the traffic signal control to
decrease vehicle queue length and delay time on the
lane, using the traffic data; vehicle number, flow rate
and capacity.

3. Control of Single Intersection

In this section, we first introduce the queue model for
a given single intersection which considers the red-
green switching times explicitly. We consider this
model use the data for the proposed system in section
. Subsequently, the model predictive control model to
calculate the green signal times for N step horizon is
developed. After analysis of the results in the single
intersection, it will be generalized to the multi intersec-
tion case.

3.1. Single intersection queue model

Consider a four way intersection with lanes L; where
71,2, ..., 8 (Fig. 4). When green signal is ON at each
lane, vehicles on odd indexed lanes should turn left and
vehicles on even indexed lanes should go directly or
turn right. No car is allowed to turn right without a
green signal at any given direction.

The green signal times #, i=1, 2, 3, 4 with corre-
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Fig. 4. Single intersection with 4 incoming lanes.

Table 1. Green Signal Times for the Lanes

Slgnal times Ll Lz L3 L4 L5 L6 L7 Lg

n _ ON - - - ON - - _
t - ON - - - ON - -
t - - ON - - - ON -

1y - - - ON - - - ON

sponding directions are given in Table 1. The summa-
tion of these green signal times is equal to the cycle
time C which may vary between a lower and upper
bound depending on the traffic density. A single inter-
section can be modeled by discrete time system in
which the state variables g;(k) with j=1, 2, ..., 8 repre-
sent queue length at the beginning of the kth cycle (C).
Individual queue lengths are mainly determined by
incoming flows (f, j=1, 2, .., 8), outgoing flows (c;,
j=1,2, .., 8) or lane capacities, and duration of the
green signal time at each lane for that cycle.

Assuming the average flow fi to be known during
any time interval (¢d), a generic queue model for the jth
lane can be written as

qik+ 1) = max[g(k)+ 1o,/ 1+ 1,1 511, 0] + 1, 5

where #,, t,, 1,, denotes before green time duration,
green time duration and after green time duration in a
cycle respectively.

The max term guarantees non-negative queue length
in this model.

For an intersection in Fig. 4, the queue on each lane
can be written as

g(k+1)=max[q,()+1,f1~t,c, 01+ tf i+ Bf 1+ 1
gkt 1) =max[gy(k)+ 15+ 615 1:02,01+ 1fs+ 1of
qs(k+1)=max[gs()+1 /3t bf5+ 63~ tic3,0] + 1,/
qa(k+ 1) =max[gy(k)+1ifi+ bfi+ tfi+ 1fi—1404,0]

A8 A) A 1748 A33, 2008

gs(k+1)=max[gs(k)+1,fs—1,¢5,0]+tof s+ tofat t,f
go(k+1)=max[qq(k) + 1ot bfo—trce, 01+ Lf e+t fe
g+ 1) =max[q,(k)+t, s+ b fo+ Bfa—t,02,0] +1.f5
qs(k+1) =max[gg(k)+1,f5+ bf5+ Lfat tfa—14C4,0]

Although this queue model is designed to find queue
lengths over the period [£C, (k+1)C] it has inherently
two sub-states. One is from the start of the kth cycle to
the end of the green time in which non-negative queue
lengths are guarantied by the max terms. The other sub-
state is between the end of the green time and the end
of the kth cycle. Additionally, this model not only con-
siders the queue lengths but also the incoming flow
rates that are helpful for unsaturated traffic conditions.

An intersection simulator is developed in MATLAB
environment. This simulator uses queue lengths, green
times, incoming flow values, and lane capacities of each
lane to simulate the intersection.

3.2. Model Predictive control for determining
signal times

Assuming average flow during one cycle of store and
forward model provide using well known controller
design tools in control theory (Diakaki C, 2002)!'%, In
this case, the resulting controller can do better for sat-
urated traffic conditions. But if the network includes
some unsaturated intersections, the designed controller
may not behave well. Because the red-green signal
passes are not considered for average flow assumption
during one cycle. If the red-green signal passes are
taken into consideration, then it will be almost impos-
sible to represent the system for applying standard con-
trol theory tools with a sample time value of one cycle.
On the other hand, some constraints related to traffic
control system needed to be handled separately. Model
predictive control presents the capability of handling the
nonlinear model as well as some constraints of the sys-
tem. It is an-increasingly popular control approach
because of its use of a possibly nonlinear control models
and its ability to handle constraints on inputs, states and
outputs (Rawlings, 2000).

In the following, the queue model and some con-
straints related to the traffic signal control problem are
combined together in the model predictive control for-
mulation.
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i=1

TiinSC< Ty
ti_mingti(k’N)Stiimaxa izl’ 2a 3’ 4
g<a, i=1,2,3,4,k=1,2, ., N

where C , T, and T, represent cycle time, lower
and upper bound for the cycle time respectively. The
term #4(k,N) stands for the green signal time variable of
each lane over N-step horizon. It can be written as

LN =1k tk+1) ... t(k+N)]',i=1,2,3, 4.
For each step the horizon, summation of green times is
equal to cycle time which may vary between a lower
and upper value. Each green time values also has min-
imum (; mn) and maximum value (¢ yax) Which is fixed
over the horizon. The summation of the minimum green
time values assumed to be equal or less than T, also
summation of the maximum green time values assumed
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to be equal or greater than Ty, for feasibility concerns.
The queue lengths are constrained by ¢; i=1, 2, 3, 4 for
each lane in the current intersection (spillback constraint
for multi-intersection case).

The objective function includes weighting parameters
w; which assigned to the each lane. For each lane it has
a default value of w;=1 for which the objective
becomes minimizing the total queue length. The
weighting parameter w; may be set regarding different
criteria’s; maximum or average delay, priority of one
lane, emergency vehicle passing etc., then the optimi-
zation objective also change depend on assigned
weighting parameter values.

The resulting nonlinear programming problem
described above is solved using the sequential quadratic
programming algorithm, implemented by the MATLAB
function finincon.

3.3. Simulations for one intersection

In this sub section, we apply the above control
method to control single intersection. The initial queue
lengths and incoming flows between 100-200 seconds
are given as for each lane.

71(0)=5, g:(0)=65, ¢5(0)=34, g4(0)=80, ¢5(0)=5,

96(0)=20, g+(0)=6, g5(0)=12,

£=0.1 veh/sec for j=1, 3, 5, 7

Ji=0.2 veh/sec for j=2, 4, 6, 8

The capacity of lanes are assumed to be fixed and
given

;=025 veh/sec, ¢=0.5 vel/sec, ¢;=0.25 veh/sec,
¢4=0.5 veh/sec, ¢s=0.25 veh/sec, ¢s=0.5 veh/sec, ¢;=

5 20
f=2 o
4 4
0 200 400 600 800 & 200 400 600 800
20 =50
g g
0 200 400 600 8OO ] 200 400 600 800
20
CPS\R P W\,\
0 0
0 200 400 800 80O 0 200 400 800 800
5 10
& & 5
0 ]
0 200 400 800 800 0 200 400 60C 80O
time{sec} time{sec)

Fig. 5a. Queue lengths versus time at each lane.
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Green signal times
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Fig. 5b. The Green signal times.

0.25 veh/sec, ¢3=0.5 veh/sec,

The lower and upper bound for the cycle time is
selected 90 secs (C fixed) and minimum green times are
follows: #; wmin=10 sec i=1,3., #; mn=15 sec i=2,4, max-
imum queue lengths ¢;=100, and predicting the future
step is selected as N=3.

The simulation results are given in Fig. 5.a-b. The
queue lengths versus time results are shown in Fig. 5.a,
and the duration of the green signal times at each cycle
versus time are shown in Fig. 5.b.

In the second simulation, an emergency vehicle is
assumed to pass from lane 4 for the same conditions in
Fig. 5. So we increased only weighting factor of this
lane to the w,=20. Fig. 6.a-b shows the queue lengths

50
=5 V\ - \\
Q ¢

0 200 400 600 0 200 400 600
40
20 50
0 0
0 200 400 600 0 200 400 600
20
o° g
] o
0 200 400 500 0 200 400 500

%
o
4

8
400 800 ] 200
time{sec)

g 200 430 800

time(sec)

Fig. 6a. Queue lengths versus time at each lane.
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Fig. 6b. Green signal times.

and the green signal times respectively. Notice that the
queue length in lane 4 gets zero in less time (compare
Fig. 5.a and Fig 6.a) and more green time is assigned
to that lane in the starting cycles (compare fourth col-
umn of Fig. 5.b and Fig. 6.b).

4. Conclusion

We proposed a system using RFID for traffic data
acquisition and suggested a decentralized traffic control
for multi intersection case. The proposed signal control-
ler considers not only the saturated traffic conditions but
also the unsaturated traffic conditions by assuming non-
fixed average incoming flow during a cycle. In the
future work, it is necessary more research for getting
traffic actual data using RFID and storing the traffic
data and searching the database.
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