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Abstract

People have tendency of forgetting music title, though they easily remember particular part of music. If a music search system can find the

title through a part of melody, this will provide very convenient interface to users. In this paper, we propose an algorithm that enables this

type of search using feature transformation function. The original music is transformed to new feature information with sequential melodies.

When a melody that is a part of search music is given to the system, the music retrieval system searches the music similar to the feature

information of the melody. Moreover, this transformation function can be easily extended to various music recognition systems.
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1. Introduction

In this paper we propose Music Retrieval System using
feature transformation. The query of the proposed system is
given by a short humming melody. The humming melody is
transformed into a unique sequence of strings and compared
with data in music library. The transformed sequence of strings
represents the difference between two consecutive note pairs
including the note height and duration differences. The
simulation results show that the system is able to find the
intended musical note with relatively short sequence for specific
note. Moreover, it finds several candidate notes for randomly
generated note. We will briefly discuss the previous researches
in section 2. The detailed proposed system will be explained in
section 3, after which the simulation result follows in section 4.
The conclusion is given in section 5.

2. Previous Research

M. Anand Raju and Preeti Rao [1] proposed signal processing

for melody retrieval system. Pitch tracking and note
segmentation are typically carried out based on the estimation of
the instantaneous fundamental frequency and amplitude of the
acoustic signal. Since many instruments produce only discrete
pitches, they especially focus on pitch contour and thythm,

Pitch contours and rhythm are extracted automatically for all
the queries by amplitude and magnitude waveform separately.
They show that contours of humming and whistling are identical

as a prototype. At the same time they discuss enhancing the
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scale to solve problem.

Scoring algorithm [2] computes the score of a song and query
to evaluate how well they match. A higher score indicates a
better match. The results of the algorithm are importance of
thythmic information and finding optimal numbers of level
contours. It is supported by histogram of interval changes.

A method for indexing polyphonic music data files using the
pitch and rhythm dimensions of music information is introduced
by Shyamala Doraisamy and Stefan M Riiger [3]. Their study
uses n-grams that are consisted of interval ratio.

3. The Proposed System

When people are humming any part of a song, they tend to
hum that part with difference. In most cases, the note sequence
generated by each user’s humming is little lower or higher than
the original note sequence of the music. For example, Figure 1
shows the score of original song and Figure 2 shows the score of
the same song hummed by a user. This difference of two note
sequences prevents direct comparison between the query and the
stored music. In order to solve this problem, we propose music
matching method in which the difference of note including
height and duration, not the note value itself of the given music,
is used.
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Fig. 1. Score from the real music
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Fig. 2. Score from the user’s humming

Music in the database is transformed into sequences of two
dimensional feature vectors from the note sequence in two steps.
In the first step, the note sequence is represented by a sequence
of two-dimensional vectors of integer values. One dimension is
allocated to represent the note height of thirty six levels of three
octaves. The other dimension is allocated to represent the
relative note duration of twelve levels from a thirty second note
to full note with variants of point. Hummed query (i.e. humming
or whistling) is also transformed to another code vector
sequence using the same transformation rule as music in the
database. When transforming the hummed query into the code
sequences, we give a preset length to the full note, not
considering the rhythm, as the relative note duration is used in
the second step.

The note height and duration of the actual music and user
generated query can be quite different and the possibility of the
closely matching the code sequences of actual music and the
hummed query generated in the first step is very low. However,
the people still tend to follow the melody line or the pattern of
the note sequence of the actual music very closely. Using such
characteristics, we can create a music retrieval system which can
perform quite accurate music retrieval. To employ such
characteristics in the system, we perform second step of feature
transformation. In the second step, the difference of between
two consecutive code vectors is calculated, which is used in
calculating the similarity between the music in the database and
the hummed query. The similarity between the music in the
database and the hummed query is calculated using the weighted
distance of a (height difference) + (1-a) (duration difference),
where 0<=a <=1.

4. Simulation

By employing the second step of transformation, the overall
system performance is improved by neglecting the variations
such as pitch or rhythm shift coming from the user’s unique
singing pattern. Figure 3 is a score, original code sequence,
and the vector sequence after the second transformation of a
music in the database, whereas Figure 4 is a score, original code
sequence, and the vector sequence after the second
transformation of the same song hummed by the a certain user.
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Fig. 3. Score of music and its corresponding code sequence
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Fig. 4. Score of user’s voice and its corresponding code
sequence

4.1 Query using the songs in the music database

The system successfully retrieves all the songs when original
music of the humming music is indeed in the music data base.
Table 1 shows 5 songs in top ranks. Other songs included in the
top five have the difference measure of about double in average.
In average, the difference measure of matched songs 3.383263.
The longer user’s humming is, the smaller the difference
measure of the matched song is.

Table 1. Result of query for a song “Bicycle”

Title Difference Measure
B Bicycle 3.80278
Fall street 8.85591
Children’s song 8.86839
You can do it very well 9.26434
Grab 9.27987
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4.2 Query using the songs not in the music database

This simulation is for the retrieval result of humming queries,
when the hummed songs are not in the music database (e.g.
testing music plagiarism). We generated random humming and
compared the humming with the music in the database. When
the generated random humming do sound familiar to the
participants of the experiments, the average difference measure
of the best matched song is 4.83013. On the other hand, when
the generated random humming does not sound familiar to the
participants of the experiments, the average difference measure
of the best matched song is more than 10.0 as shown in Table 2.

Table 2. Results of query for a song “Sting” that is not in the

database
Title Difference  Measure
Cinderella 11.7585
Hello 11.9373
Pine 12.1456
Children’s day 12.2878
My grandmother 12.3233

According to the experimental results, if difference measure is
lower than 5.0, we can assume that the two songs are indeed
identical. If difference measure is larger than 10.0, we can safely
assume that the songs are different.

5. Conclusion

In this paper, we proposed a music retrieval system using
feature transformation. According to the result of simulation, we
found that the retrieval performance is enhanced when more
weight is given to the note height than the note duration.
Moreover, this system can be easily extended to the practical
case of testing for music plagiarism. According to the
simulation, two songs with difference measure under 5.0 are an
identical music, whereas over 10.0 are different songs. Any
values between them cannot be clearly concluded and need

detailed investigation.
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