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In this paper, we propose a time-varying modified 
minimum mean-squared error (MMSE) detector for the 
detection of higher data rate signals in a multirate 
asynchronous code-division multiple-access (CDMA) 
system which is signaled in a fast Rayleigh fading channel. 
The interference viewed by a higher data rate symbol will 
be periodic due to the presence of a lower data rate symbol 
which spans multiple higher data rate symbols. The 
detection is carried out on the basis of a modified MMSE 
criterion which incorporates differential detection and the 
ratio of channel coefficients in two consecutive observation 
intervals inherently compensating the fast variation of the 
channel due to fading. The numerical results obtained by 
the MMSE detector with time-varying detection show 
around 3 dB (M=2) and 6 dB (M=4) performance 
improvement at a BER of 10-3 in the AWGN channel, 
while introducing more computational complexity than 
the MMSE detector without time-varying detection. At a 
higher Eb/N0, the proposed scheme can achieve a BER of 
approximately 10-3 in the presence of fast channel 
variation which is an improvement over other schemes. 
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I. Introduction 

In wireless communication systems, much effort has been 
devoted to offering heterogeneous kinds of traffic, such as 
voice, data, and video, which have different data rates and 
varying requirements for quality of service [1], [2]. To 
accommodate multiple data rates in code-division multiple- 
access (CDMA) systems, different multirate schemes have 
been proposed [3], [4]. Among the many alternatives proposed 
for multirate CDMA, we focus on the variable spreading 
length (VSL) system in this paper. In the VSL system, all users 
employ signature waveforms with the same chip rate, and the 
data rate is tied to the length of the spreading code of each user. 
One potential problem of VSL systems is that for a high-rate 
user, the cross correlations between different users’ spreading 
sequences change from symbol to symbol, making it difficult 
to implement the adaptive minimum mean-squared error 
(MMSE) detector. To deal with this problem, MMSE detectors 
using cyclostationarity properties of the multirate CDMA 
system have been recently proposed [5], [6]. However, the 
authors of these papers assumed a static channel, that is, the 
channel coefficients were essentially fixed over the observation 
duration. Since this assumption is generally not true for mobile 
wireless communication systems, these adaptive algorithms are 
known to break down in the presence of fast channel variation, 
which is typical of a wireless channel. 

If the channel coefficient is difficult to estimate, differential 
detection can be used for demodulation. Several MMSE 
detectors using differential detection have been proposed and 
evaluated. A multishot adaptive MMSE detector [7] 
incorporated with differential detection was proposed to 
remove fast phase variations in the desired user’s signal due to 
fading, and a one-shot MMSE detector [8] incorporating 
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differential detection and amplitude compensation was 
proposed to achieve performance improvement with less 
computational complexity in a single-rate CDMA system. In 
[9], under the assumption that the channel coefficients in two 
consecutive observation intervals are approximately the same, 
an adaptive interference suppression detector based on the 
differential MMSE (DMMSE) criterion was presented for a 
single-rate CDMA system in rapidly time-varying channels. 
The common idea behind these schemes is to avoid the 
requirement for explicit channel estimation of the desired user 
in fast fading channels. 

In this paper, we propose a new adaptive interference 
cancellation scheme based on the modified MMSE criterion 
which incorporates differential detection and the ratio of the 
channel coefficients in two consecutive observation intervals. 
This can inherently compensate for fast variations of the 
channel, thus the proposed adaptive detector has the ability to 
remove the multiple-access interference (MAI) and to provide 
immunity to the near-far problem in fast Rayleigh fading 
channels. 

The rest of this paper is organized as follows. Section II 
describes an asynchronous dual-rate CDMA system wherein 
users are allowed to transmit with one of two different data 
rates in fast Raleigh fading channels. We introduce a 
modified adaptive MMSE detector and we analyze the 
modified MMSE criterion in section III. In section IV, we 
introduce several differential-detection-based adaptive 
MMSE detectors which are used as benchmarks for 
evaluation of the proposed scheme, and we discuss the 
computational complexity. We study the performance of 
various systems by examining simulation results in section V. 
Finally, conclusions are made in section VI. 

We define notations as follows: matrices are denoted by 
boldface upper case letters, and vectors are denoted by 
boldface lower case letters; superscripts (.)T, (.)*, and (.)H denote 
the transpose, conjugate, and Hermitian transpose, respectively; 
E{.} denotes the statistical expectation; ⋅  denotes the 
Euclidian norm; and ⋅ denotes the absolute values. 

II. System Description 

We consider a dual-rate asynchronous CDMA system. The 
ratio between high-rate and low-rate is M such that 
Ts

(l)=MTs
(h), and Ts

(.) is the symbol duration such that the 
superscripts (l) and (h) refer to low-rate (LR) and high-rate 
(HR) users respectively. Figure 1 illustrates the block diagram 
of a dual-rate CDMA baseband system model with K 
(=K(h)+K(l)) users. The received baseband signal model can be 
written as 

 

Fig. 1. Block diagram of a dual-rate CDMA baseband system 
model with K (=K(h)+K(l)) users. 
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where we adopt the notations used in [5], as follows: K(.) is the 
number of users, Pk

(.) represents the signal power, αk
(.)(t) is the 

complex channel coefficient, τ k
(.)∈[0, Ts

(.)] and c k
(.)(t) are the 

delay and the signature waveform for the k-th user of each rate, 
d k

(.)(t) represents the differentially encoded symbols of the 
information signal bk

(.)(t), and n(t) is the additive white 
Gaussian noise (AWGN) with zero mean and variance N0/2. 

In the VSL system, both HR and LR users share the same chip 
rate, thus the users with different data rates are assigned spreading 
sequences with variable length. For the VSL system, we have  
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where Tc is the chip duration, and the spreading gain is N(.) = 
Ts

(.)/Tc. 
In the remainder of this paper, it will be assumed that the 

desired user is the first HR user, the power of the desired user is 
P 1

(h) = 1, and the detector is synchronized to the desired user’s 
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signal, that is, τ1
(h) = 0. After chip matched filtering and chip rate 

sampling, we obtain the following N(h)×1 dimensional sequence:  
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where the first term on the right-hand side represents the 
contribution from the desired user, while the second and third 
terms represent the MAI and noise contributions, respectively. 
The normalized spreading sequence of the k-th user is 

,),,( (.)
1,

(.)
0,

(.)
(.)

T
Nkkk cc

−
=c where 1(.)(.) =k

T
k cc , )(~ h

kc is the k-th 
HR user’s effective spreading code [8], )(~ )( ml

kc  is the m-th 
segment of the k-th LR user’s effective spreading code when m 
= i mod M (see Fig. 2).  

It is assumed that the amplitude a k
(.)(i) and the phase φ k

(.)(i) of 
the channel coefficient α k

(.)(i)=a k
(.)(i)exp(jφ k

(.)(i)) are taken to be 
constant over the duration of a bit, even for fast Rayleigh 
fading environments. The channel is modeled as a Rayleigh 
fading channel [16], thus the channel coefficients for different 
users are independent, namely, α k

(.)(i) is independent of α j
(.)(n) 

for k≠ j and all i, n. 
The interference covariance matrix Ru(i)=E{u(i)uH(i)} is 

periodically time-varying with period M [5]. Thus, time-varying 
detection is applied to accommodate the periodic interference 
viewed by the HR users due to an LR user whose data symbol 
and corresponding interference spans over multiple HR symbols. 

III. Time-Varying Modified MMSE Detector in the
Presence of Fast Channel Variation  

Figure 2 shows an example of the relationship between the 
dual-rate system and the tap weight vector for detecting the 
desired user when m = i mod M = 0. The original dual-rate 
signal can be equivalently converted to a single-rate signal 
through the equivalent synchronous representation of the LR 
user’s signal and the time-varying MMSE detector x(m) with 
period M. In this paper, x(m) indicates the tap weight vector of 
the m-th segment of the time-varying MMSE detector with 
period M, and its instantaneous estimate for the i-th bit is 
represented as x(i,m).   

In general, the periodically time-varying MMSE detector 
x(m) for detecting the desired user’s information bit d1

(h)(i) 
when m=i mod M minimizes the mean square error (MSE) 
E{|d1

(h)(i)–xH(i,m)r(i)|2} can be found as given in [5] and [10] as  
 

x(m) = R-1(i)p(i),              (5) 

where the covariance matrix R(i) is given as 

)},()({)( iiEi HrrR =              (6) 

and 

 )}()({)( )(
1 iidEi h rp =               (7) 

is the cross-correlation between d1
(h)(i) and r(i). 

For a fast Rayleigh fading channel in (4), under the 
assumptions that the bitstreams of different users are 
independent, d1

(h)(i) is uncorrelated with dk
(h)(i) for k≠ 1, and 

dk
(l)(i) and αk

(.)(i) for all k. Thus, we obtain  
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This results in x(m) = 0. Thus, it is to be expected that the 
MMSE detector does not work well in a fast Rayleigh fading 
channel since the MMSE detector requires the channel 
coefficients to be constant over a sufficiently long interval. In 
many wireless communication applications, the channel is such 
that even when a spectral model is available, there are 
unknown and randomly time-varying parameters in the model. 
If the pilot symbols are used to track the channel and perform 
coherent demodulation, the transmission efficiency is reduced 
due to the insertion of the pilot symbol. This approach has been 
considered in [11] and [12]. In this paper, we focus on MMSE 
detectors incorporated with differential phase-shift keying  
(DPSK) modulation (as, for example, [7] and [8]) and we 
define the demodulated symbol as b1

(h)(i) = d1
(h)(i) d1

(h)(i-1) 
 

 

Fig. 2. Example of the relationship between the dual-rate 
system and the tap weight vector for detecting the 
desired user when m = i mod M = 0. 
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1. Interference Cancellation and Demodulation 

The output of the proposed adaptive detector for the i-th bit is 
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given by  
 z(i) = xH(i, m)r(i),  m = 0,···, M-1,         (9) 

subject to  

,1),( )(
1 =hH mi cx                (10) 

where x(i,m) is the tap weight vector, which can be 
decomposed into adaptive and fixed components, such that  

),,(),( )(
1 mimi Hh wcx −=  im = mod M,      (11) 

where c1
(h)

 is the fixed component which is the spreading sequence 
of the desired user and w(i, m) is the adaptive component for the  
i-th symbol of the desired user in the m-th interval.  

The decision variable for detecting the i-th bit of the desired 
user is given as 

)].1()(Re[)( −= ∗ izizix             (12) 

For binary DPSK, the bit decision is made by 
)}(sgn{)(ˆ )(

1 ixib h = . 

2. Modified MMSE Criterion Analysis 

The minimization of the following cost function constitutes a 
modified MMSE criterion:   
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subject to 
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where γi=α1
(h)(i)[α 1

(h)*(i-1)/|α1
(h)(i-1)|] is defined as the ratio of 

the channel coefficients in two consecutive observation 
intervals. In (13), m and m′ represent i mod M and (i-1) mod M, 
respectively. 

We next analyze the ability of the time-varying modified 
MMSE detector to remove the interferences and to provide 
immunity to the near-far problem.  

Expanding (13), we obtain  
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where the first term of (15) is given by 
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Moreover, under the independence assumption of the model in 
(4), the second term of (15) can be expressed as (18). 
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In (18), we define }.{ 2
iEρ γ=  

Similarly, the third term of (15) can be obtained as 
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The fourth term of (15) can be rewritten as 
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is the correlation matrix of the desired signal when D(i) = 
α1

(h)(i)d 1
(h)(i)c 1

(h), and 

)()()( iii DIN RRR −=            (23) 

is the correlation matrix for interference and noise. In the third 
equality of (22), ρ can be obtained by 
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Since minimizing the cost function (21) yields trivial solution 
x(m)=0, a constraint on the average power of the reference 
signal to be constant xH(m)c 1

(h)c 1
(h)Hx(m)=1 has been introduced. 

Then, the new cost function can be rewritten by using 
Lagrange multiplier λ [15] as  
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We minimize the new cost function H with respect to the  

vector x(m). To do this, we set the derivative ∗∂∂ x/H  equal 
to the null vector: 
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Thus, 
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This means that λ is the eigenvalue of the generalized 
eigenvector. Substituting (27) into (21), the cost function is 
given by 
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It is clear from (27) and (28) that x(m) is an eigenvector and 
λ is an eigenvalue of the matrix R(i). The eigenvector of R(i) 
that corresponds to the maximum eigenvalue is the vector that 
minimizes the cost function in (21). 

3. Adaptive Implementation 

Let us consider a DPSK system and assume that the 
sequence b1

(h)(i) = d1
(h)(i)d1

(h)*(i-1) is known in training mode 
and can be estimated in decision-directed mode. The error 
signal e(i) is defined as the difference between the detected 
signal and the compensated desired symbol, that is  
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where iγ̂  is the estimate of })1(/)1(){( )(
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in (13), and z(i)=xH(i,m)r(i).  

A. Channel Estimation in a Rayleigh Fading Channel 

As shown in Fig. 3, the channel estimation is performed by 
following an averaging procedure over Q symbols  
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with I(i) representing the i-th residual interference and noise.  
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The variance η(i) is proportional to 1/Q. For a static channel, 
)(~ )(

1 ihα equals α1
(h)(i), and a large Q would suppress the noise 

efficiently. However, a typical mobile radio channel is time-
variant, and a large number of averaging periods would lead to 
a tracking problem with respect to the instantaneous value of 
α1

(h)(i). Therefore, we must find a tradeoff between noise 
suppression and the tracking of the channel coefficient.  
 

 

Fig. 3. Relation of channel estimation and time index i. 
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B. Adaptive Algorithm 

From (13), the cost function is given by Q symbols: 
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(32) 

where x(i, m) = c1
(h)–w(i, m). The instantaneous estimate of the 

gradient with respect to x(i, m) can be readily obtained by  
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This results in the update equation with period M for the 
normalized least mean square (NLMS) algorithm given by 
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where μ(i) is the time-variant step size parameter which is 
approximated as 2||)(||/~)( ii rμμ = ; 2~0 << μ  [8], [15].  

IV. Comparison of Differential Detection-Based 
Adaptive MMSE Detectors 

We consider several differential detection-based adaptive 
MMSE schemes to use as benchmarks for evaluation of the 
proposed scheme. We summarize the cost functions applied to 
the adaptive MMSE detectors. 

For the time-invariant differential MMSE (TI-differential 
MMSE) detector [7] incorporated with differential detection, 
when a one-shot detection is used, the cost function can be 
equivalently rewritten as 
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subject to ,1)( )(
1 =hH i cx  

where ).()()( iiiz H rx=                            

For the time-invariant modified MMSE (TI-modified 
MMSE) detector [8] incorporated with differential detection and 
amplitude compensation, the cost function is given as 
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where ),()()( iiiz H rx=  and )()(
1 ia h  is the amplitude 

estimation for the i-th bit. It is assumed that the channel 
coefficients in consecutive intervals are approximately the 
same: α1

(h)(i)[α1
(h)*(i-1)/|α1

(h)(i-1)|] ≈ a1
(h)(i) when 

α1
(h)(i)=a1

(h)(i) exp (jφ1
(h)(i)). 

For the DMMSE [9], it was assumed that the channel 
coefficients in two consecutive observation intervals are 
approximately the same, that is, α1

(h)(i)≈ α 1
(h)(i-1). The cost 

function of the DMMSE is given by  
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where ).()()( iiiz H rx=                            

For the time-varying differential MMSE (TV-differential 
MMSE) detector, when the time-varying detection is applied to 
(35); the cost function can be rewritten as  
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When the time-varying modified MMSE (TV-modified 
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MMSE: proposed scheme) detector is incorporated with 
differential detection and the ratio of the channel coefficients in 
two consecutive observation intervals, the cost function is 
given as (32). 

For the time-varying ideal MMSE (TV-ideal MMSE) 
detector was incorporated with differential detection assuming 
perfect knowledge of the channel coefficients, the cost function 
is given as (13). 

1. Computational Complexity 

For a multirate system, using the LMS adaptation, the 
computational complexity of the time-varying (TV) modified 
MMSE can be shown to be M(8N(h)+2Q+23), where M is the 
ratio between high-rate and low-rate. On the other hand, the 
computational complexity of the time-invariant (TI)-modified 
MMSE is 8N(h)+2Q+23, while those of the TV-differential 
MMSE and TI-differential MMSE are M(8QN(h)+14) and 
8QN(h)+14, respectively. When the number of LR users is 
relatively small, it can be expected that there is little difference 
in performance between the TI- and TV-modified MMSE 
since the influence of the channel fluctuation is more serious 
than that of the LR users. However, as the number of LR users 
increases, the benefit of the TV-modified MMSE becomes 
apparent while introducing additional complexity, which is 
derived in section V. 

V. Simulation Results 

In this section, we provide simulation results to verify the 
performance of the proposed scheme. We first compare the 
performance of both the time-varying adaptive MMSE (TV-
MMSE) and the time-invariant adaptive MMSE (TI-MMSE) [8], 
[10] detectors under an AWGN channel to verify the TV-MMSE 
detector’s ability to suppress the MAI. Then, dual-rate systems in 
the presence of fast variation of the channel are considered to 
compare the performance of the TV-modified MMSE detector 
with those of the TI-, TV-differential MMSE and TI-modified 
MMSE detectors. Moreover, the TV-ideal MMSE detector is 
used to benchmark the evaluation of the proposed scheme. 

In the following simulations, we examine an asynchronous 
dual-rate system, assuming that one-shot detectors are used. 
Random code sequences with equiprobable 1±  elements are 
used, which satisfy the convergence condition [13], [14]. At the 
beginning of the simulation, the code sequences are generated 
and fixed afterward for all trials. A processing gain of 32 is 
assigned to the HR user, and a processing gain of 64, 128, or 
256 is assigned to the LR user. The adaptive MMSE detectors 
are assumed to be perfectly synchronized to the desired user, 
while the delays of the interfering users are chosen randomly in  

Table 1. Simulation parameters. 

Modulation system DPSK DS/SS 

Detection method Differential detection 

Spreading sequences 
Random codes 
(length=32, 64, 128, 256) 

)()( / h
s

l
s TTM =  2, 4, 8 

Transmission channels Rayleigh fading channel 
)(

max
h

sTf  0.01 

Q 3 

 

 
[0,Ts] and the NLMS-type adaptive algorithms are used. For 
the sake of notational simplicity, we omit the superscript (.) for 
the desired user, as in, for example, Eb/N0=Eb

(h)/N0. The near-far 
ratio, NFRk

(.)=Pk
(.)/P1

(h), is used to denote the power ratio 
between the k-th user and the desired user. In a Rayleigh fading 
channel, the fading statistics for each user are identical, and the 
average received signal power is assumed as E{|α k

(.)(i)|2}=1. 
Moreover, the numerical results are obtained by averaging over 
500 independent runs. After 2000 iterations, all adaptive 
detectors reach the steady state. Thus, the adaptive detectors 
use the same step size μ~ =0.05 and 2000 training bits. The 
window length (the number of bits) of the channel estimation 
for the TI- and TV-modified MMSE detectors use Q=3, since 
this is the optimum length [8] of averaging intervals when 
fmaxTs

(h)=0.01. More detailed parameters used in these 
simulations are shown in Table 1.  

In Fig. 4, we show the BER performance of the TI- and TV-
adaptive MMSE detectors versus Eb/N0 for different values of 
M. We can see that the TV-adaptive MMSE detector achieves 
nearly the same BER performance for all rate ratios. However, 
the BER performance of the TI-adaptive MMSE detector 
significantly decreases as the rate ratio M increases. 

To compare the proposed scheme with different differential 
detection-based schemes, we have investigated the effect of the 
normalized Doppler frequency and the average Eb/N0 in a 
single-rate DS-CDMA system. Figure 5 compares the average 
BER performance achieved by five different detectors when 
the normalized Doppler fmaxTs

(h) varies from 0.002 to 0.2. The 
BER curve is obtained for Eb/N0=40 dB, K=6 (K(h)=6, K(l)=0), 
and NFR k

(h)=15 dB in a single-rate DS-CDMA system. As the 
normalized Doppler frequency increases from 0.01 to 0.2, the 
BER performance deteriorates remarkably. It would seem that 
the influence of the Doppler shift is more serious than that of 
the interference in that region. At fmaxTs

(h)=0.02, the modified 
MMSE can achieve a BER of approximately 10-3, while the 
differential MMSE and the DMMSE [9] fail. These results 
demonstrate that the modified MMSE detector remarkably  
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Fig. 4. Average BER as a function of the Eb/N0 with K=8 (K(h)=3,
k(l)=5), NFRk

(h)=NFRκ
(h)=10 dB: dual-rate system in an

AWGN channel. 
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Fig. 5. Average BER as a function of fmaxTs
(h) with Eb/N0 =40 dB, 

K=6 (K(h) =6, K(l)= 0), and NFRk
(h)=15 dB: single-rate 

system in a Rayleigh fading channel. 
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Fig. 6. Average BER as a function of the average Eb/N0 with 
fmaxTs

(h)=0.01, K=6 (K(h)=6, K(l)=0), and NFRk
(h)=15 dB: 

single-rate system in a Rayleigh fading channel. 
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Fig. 7. Average BER as a function of the average Eb/N0 with 
fmaxTs

(h)=0.01, M=2, K=6 (K(h)=3, K(l)=3), and NFRk
(h)=

NFRk
(l)=10 dB: dual-rate system in a Rayleigh fading

channel. 
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Fig. 8. Average BER as a function of the average Eb/N0 with 
fmaxTs

(h)=0.01, M=2, K=8 (K(h)=3, K(l)=5), and NFRk
(h)=

NFRk
(l)=10[dB]: dual-rate system in a Rayleigh fading

channel. 
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outperforms the DMMSE detector for relatively high ranges of 
the normalized Doppler frequency. It can be inferred from the 
analysis and simulation results that the modified MMSE is less 
sensitive to the Doppler shift than the DMMSE. 

Figure 6 shows the average BER performance of the 
detectors as a function of the average Eb/N0 with fmaxTs

(h)=0.01, 
K=6 (K(h)=6, K(l)=0), and NFR s

(h)=15 dB. The results indicate 
that the modified MMSE is more robust than the DMMSE to 
strong MAI. In particular, the differential MMSE maintains the 
error floor at higher Eb/N0. It seems that the differential MMSE 
cannot sufficiently suppress strong MAI caused by the near-far 
problem.  

The BER performance versus the average received Eb/N0 is  
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Fig. 9. Average BER as a function of the average Eb/N0 with 
fmaxTs

(h)=0.01, M=4, K=6 (K(h)=3, K(l)=3), and NFRk
(h)=

NFRk
(l)=10 dB: dual-rate system in a Rayleigh fading

channel. 
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Fig. 10. Average BER as a function of the average Eb/N0 with 
fmaxTs

(h)=0.01, M=4, K=8 (K(h)=3, K(l)=5), and NFRk
(h)=

NFRk
(l)=10 dB: dual-rate system in a Rayleigh fading

channel. 
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shown in Figs. 7 and 8. We have simulated a system where the 
HR and LR users’ spreading gains are 32 and 64 respectively. It 
is seen that the TI-, TV-modified, and TV-ideal MMSE 
detectors clearly outperform the others. In Fig. 7, the modified 
MMSE offers significantly better performance than the 
differential MMSE, but there is little difference in performance 
between the TI- and TV-modified MMSE. This is because the 
influence of channel fluctuation is more serious than that of the 
LR users. However, as the number of LR users increases, the 
benefit of the TV-modified MMSE becomes apparent as 
shown in Fig. 8.  

In Figs. 9 and 10, we plot the BER performance as a 
function of the average received Eb/N0 when K=6 (K(h)=3, 

K(l)=3) and K=8 (K(h)=3, K(l)=5), respectively. We have 
simulated a system where the HR and LR users’ spreading 
gains are 32 and 128 respectively. When we compare the 
performance of the TI-MMSE detectors with those of the TV-
MMSE detectors, we can see that the performance of the TI-
MMSE detectors deteriorates significantly because the cross 
correlations between different users’ spreading sequences 
change from symbol to symbol for the HR user in multirate 
systems.  

Figures 7 to 10 demonstrate that the TI-modified MMSE 
using differential detection and channel compensation can 
improve performance significantly when compared to single 
differential detection. Also, as the number of LR users 
increases, further performance improvement is obtained by 
applying time-varying detection, while introducing additional 
complexity. Moreover, as M increases, the time-invariant 
schemes deteriorate significantly. 

VI. Conclusion 

In this paper, we have proposed a time-varying modified 
MMSE detector for multirate CDMA systems in the presence 
of fast channel variation. This scheme can compensate fast 
channel variation inherently, thus the detector can effectively 
suppress the MAI in fast Rayleigh fading channels. As shown 
by analytic and numerical results, the TI-MMSE detector 
incurs a large loss in BER performance when compared to the 
TV-MMSE detector. The TV-modified MMSE detector is 
more robust to strong MAI caused by the near-far problem 
than the TI-modified MMSE. Furthermore, the TV-modified 
MMSE detector for the HR user achieves a lower BER 
performance when compared to other TI- and TV-MMSE 
detectors.   
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