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Abstract. In this paper we obtain a decomposition of certain factors of the signed

Brauer algebra into a direct sum of simple algebras and we obtain the structure of the

factor algebra.

Introduction

Brauer’s algebras have a basis consisting of undirected graphs. Signed Brauer’s
algebra, denoted by ~Df (x), introduced in [8], have a basis consisting of directed
graphs. Young’s theory of the decomposition of the group algebra into simple ideals
is well known [13]. A corresponding decomposition of factor algebra ~Mr of signed
Brauer’s algebra ~Df (n) is obtained as in [2]. We also realize in the semisimple case
the algebra ~Mr contains an isomorphic copy of the group algebra of the symmetric
group and a total matrix algebra and it is the direct product of them as in [2].

1. Preliminaries

In this section we recall the results needed for our purpose.

Definition 1.1([5]). Put Zn
2 = {f |f : {1, · · · , n} → Z2}. Define

Z2 o Sn = {(f, π)|f : {1 · · ·n} → Z2, π ∈ Sn}

where Sn is the symmetric group on n symbols. Z2 o Sn is a group under the
composition defined by

(f, π)(f ′, π ′) = (ff ′
π , ππ ′),

where (ff ′)(i) = f(i) + f ′(i), i ∈ {1, · · ·n} and fπ = f · π−1, for π ∈ Sn and
f ∈ Zn

2 . This group is called the wreath product of Z2 by Sn. This hyperoctahedral

group of type Bn is isomorphic to the Weyl group of type Bn.
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Definition 1.2([5], §2). Let α be a partition of n, denoted by α ` n. Then the
(i, j)-hook of α, denoted by Hα

i,j which is defined to be a Γ-shaped subset of diagram
α which consists of the (i, j)-node called the corner of the hook and all the nodes
to the right of it in the same row together with all the nodes lower down and in the
same column as the corner.

The number hij of nodes of Hα
ij i.e.,

hij = αi − j + α′j − i + 1

where α ′
j = number of nodes in the jth column of α, is called the length of Hα

i,j ,
where α = [α1, · · ·αk]. A hook of length q is called a q-hook. Then H[α] = (hij) is
called the hook graph of α.

Definition 1.3([5]). Let α ` n. An (i, j)-node of α is said to be a rim node if there
does not exist any (i + 1, j + 1) node of α.

To Hα
ij , there corresponds a part of the rim of α which is of the same length.

It consists of the nodes on the rim between the arm and leg of Hα
ij including the

arm and the leg node where (i, αi) node and (α ′
j , j)-node are the arm and leg of

the hook Hα
ij respectively. The associated part of the rim will be denoted by Rα

ij

and will be called a rim q-hook.

Definition 1.4([5]). Diagrams α which do not contain any q-hook are called q-
cores.

Definition 1.5([5]). For every α ` n there exists a uniquely determined q-core
∼
α

which is obtained from α by successive removal of rim q-hooks, called the q-core
of α.

Notation 1.6. B1
2n+1 denotes the set of all partitions α ` 2n + 1 whose 2-core is

[1].

Definition 1.7([12]). We shall call the (i, j) node of λ an r − node if and only if
j − i ≡ r(mod q). A hook of length hij = mq whose head node (i, λi) in λ is of
residue class r, is said to be a (q, r) hook. Such an (i, j) node is called a (q, r) node.

Theorem 1.8([12:4.46]). If all the elements in the hook graph H[λ], which are not
divisible by q are deleted, then the remaining elements hij = h

(r)
ij q (r = 0, 1, · · · , q−

1) can be divided into disjoint sets whose (q, r) nodes constitute the right Young
diagram, denoted by λr

q(r = 0, 1, · · · q− 1) with hook graphs (h(r)
ij ). We shall call the

skew diagram λq = λ0
q, λ

1
q, · · · , λq−1

q , the q-quotient of λ.

Theorem 1.9([12:5.16]). The partition λ ` n is uniquely determined when its q-
core λ and its q-quotient λq are given.

Theorem 1.10([5], [7]). A complete set of inequivalent irreducible representations
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of wreath product Z2 oSn is indexed by a pair of partitions λ ` a, µ ` b with a+b = n.

Definition 1.11([8]). Signed Brauer’s algebras Signed Brauer’s algebra ~Df (x)
is defined over the field k(x), where k is any arbitrary field and x an indeterminate.

A graph is said to be a signed diagram if every edge is labeled by a plus sign or
a minus sign and edges of a signed diagram are called signed edges. An edge labeled
by a plus (minus) sign will be called a positive (negative) edge. A positive vertical
(horizontal) edge will be denoted by ↓ (→) and a negative vertical (horizontal) edge
will be denoted by ↑ (←).

Let ~Vf be the set of all signed diagrams ~b with f signed edges and 2f vertices,
arranged in two lines. The connected components of such graphs are single signed
edges. The underlying diagram of any signed diagram is called Brauer diagram and
any signed diagram whose edges are all positive is denoted by b.

Let ~Df be the vector space spanned by ~Vf over k(x). The multiplication in ~Df

is defined as follows: first, take the product of two undirected graphs a, b where ~a,~b
are signed diagrams as in [14]; i.e., draw ~b below ~a and connect the ith upper vertex
of ~b with the ith lower vertex of ~a. Then ab = xdc, where d is the number of loops
in ab and c is a undirected graph. A new edge obtained in the product ab is labeled
by a plus sign or a minus sign according as the number of negative edges obtained
from ~a and ~b to form this edge is even or odd.

A loop β in ab is said to be positive (negative) if the number of negative edges
obtained from ~a and ~b to form this loop is even (odd). A positive (negative) loop β
in ab is replaced by the variable x2(x) in ab.

Now, ~c is the signed diagram where each edge is labeled as above and ab = xdc, d
is the number of loops in c. Then,

~a ·~b = x2d1+d2~c,

where d1 (d2) is the number of positive (negative) loops in ~a~b.

Remark 1.12. A new edge in ~a~b is positive or negative depending on whether the
number of negative edges involved in ~a~b to form this new edge is even or odd.
ei, gi,~hi denote the following graphs :

Fig 1.
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As in the case of Brauer algebras, ~Df (x) can be indentified with the sub-algebra
of ~Df+1(x) spanned linearly by all signed diagrams with a positive vertical edge on
their right hand side. The linear span of signed diagrams of ~Vf having only positive
edges forms an algebra isomorphic to the Brauer’s centralizer algebra Df (x2).

One can also define k-algebra ~Df (n), n 6= 0 similarly, its linear basis being the
signed diagrams and in the multiplication x2(x) are replaced by n2(n) respectively.

Let ~Sf denote the set of signed diagrams having only vertical edges.

Proposition 1.13([5]). ~Sf
∼= Z2 oSf where Sf is the symmetric group on f symbols

and Z2 is the group consisting of two elements.

Proposition 1.14([5]).

(i) For each ~b ∈ ~Df , there exists a unique ~εf−1(~b) ∈ ~Df−1 such that ef
~bef =

x2~εf−1(~b)ef and ~εf−1(~b) = ~b for all ~b ∈ ~Df−1.

(ii) There exists a linear functional ~τ on ~Df , defined inductively by ~τ(1) = 1 and
~τ(~b) = ~τ(~εf−1(~b)) for ~b ∈ ~Df .

Proposition 1.15([5]). The linear functional ~τ defined on ~Df is a nondegenerate
trace form.

Let ~Γf be the set of all partitions with 2(f − 2k) + 1 nodes having [1] as its

2-core, where k is an integer with 0 ≤ k ≤ f

2
. As in the case of Brauer’s algebras

the simple modules of ~Df are also indexed by ~Γf .

Theorem 1.16([5]). The k(x)-algebra ~Df is semisimple.

~Df =
⊕

λ∈~Γf

~Df,λ,

where ~Df,λ are full matrix algebras over k(x). A simple ~Df,λ module ~Vf,λ can be
written as a direct sum of ~Df−1,λ modules in the following way:

~Vf,λ =
⊕

µ

~Vf−1,µ,

where ~Vf−1,µ is a simple ~Df−1,µ module and µ is obtained from λ either by removing
or (if λ contains fewer than 2f +1 nodes) adding two consecutive nodes of the form

?? or ?
?

.

Theorem 1.17 ([9]). There is a canonical embedding i : ~Df (x) → D2f (x) where i
is defined on the generators.
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Fig 2.

1.18([9]).(Faithful representation of ~Df (n)) Let W be a vector space of di-
mension n over field k, k = R or C, endowed with a nondegenerate symmetric
bilinear form. Let w1, · · · , wn be an orthonormal basis of W. Put V = W ⊗ W.
Then {vij = wi ⊗ wj}1≤i,j≤n is an orthonormal basis for V.

By a result of Brauer [1], D2f (n) acts on W⊗2f . Since we have an embedding
i : ~Df (n) → D2f (n) as in [9], it follows that ~Df (n) acts on W⊗2f . This action is
given explicitly by

(vi1j1 ⊗ · · · ⊗ vif jf
)Φ(σ) = viσ(1)jσ(1) ⊗ · · · ⊗ viσ(f)jσ(f) , σ ∈ Sf .

(vi1j1 ⊗ · · · ⊗ vif jf
)Φ(e

l
) = δ(il, il+1)δ(jl, jl+1)∑

r,s

vi1j1 ⊗ · · · ⊗ vrs ⊗ vrs ⊗ · · · ⊗ vif jf
,

where vrs are in the lth and l + 1th position. It has already been proved that this
defines a representation Φ of Df (n2) into End(V ⊗f ) and its image is denoted by
Bf (n2). This representation is faithful for n2 ≥ f. Let t denote the flip which sends

x⊗ y to y ⊗ x, x, y ∈ W. Then

Φ(~h1) = t⊗ Id⊗ · · · ⊗ Id, on V ⊗f .

Theorem 1.19([9]). Φ : ~Df (n) → End (V ⊗f ) is a faithful representation if
n ≥ 2f.

Notation 1.20. Let ~Bf (n2) denote the image of ~Df (n) under Φ.

Corollary 1.21([9]). ~Df (n) is semisimple for n ≥ 2f, when k is the field of real
numbers.

Definition 1.22([9]). Let V = W ⊗W,dim W = n as in 2.18. Define

Ot(n2) =
{
A ∈ O(n2)|tAt = A

}
.
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Theorem 1.23([9]). EndOt(n2)(V ⊗f ) = ~Bf (n2).

Remark 1.24([14],[8]). Let Γf = {λ ` f − 2k | 0 ≤ k ≤ bf/2c} . A partition λ ∈
Γf is connected by an edge to a partition µ ∈ Γf+1 if µ can be obtained from λ by
adding a node to λ or by removing a node from λ. Let

~Γf = {λ ` 2(f − 2k) + 1, 0 ≤ k ≤ bf/2c | 2− core of λ is [1]} .

Denote by ~B, the Bratteli diagram obtained by taking on the fth level, the elements
of ~Γf as vertices and every vertex λ ∈ ~Γf is connected to µ ∈ ~Γf+1 if µ is obtained

from λ by adding or removing one rim 2-hook of the form
?
?

or ??. Let

Γ(2)
f =

⋃
p+q=f

0≤p,q≤f

Γp × Γq.

Denote by B(2), the Bratteli diagram obtained by taking on the fth level, the ele-

ments of Γ(2)
f as vertices and every vertex (λ+, λ−) ∈ Γ(2)

f is connected to a vertex

(µ+, µ−) ∈ Γ(2)
f+1 if either µ+ (or µ−) is obtained from λ+ (or λ−) by adding or re-

moving one node. Let V = W⊗W, where dimW = n as in 2.18. Then V = V +⊕V −,

where V + and V − are the real vector spaces of dimensions
n2 + n

2
and

n2 − n

2
re-

spectively such that O

(
n2 + n

2

)
, O

(
n2 − n

2

)
act on V +, V − naturally. It is easy

to observe that Ot(n2) ∼= O

(
n2 + n

2

)
×O

(
n2 − n

2

)
. Put Zf =EndG (V ⊗f ) where

G = O

(
n2 + n

2

)
× O

(
n2 − n

2

)
and let Ẑf be an indexing set for the finite di-

mensional irreducible representations of Zf . As in [6], Ẑf can be identified with the

subset of Ĝ, where Ĝ stands for the finite dimensional irreducible representations
of G.

Theorem 1.25([10]). The elements of Ẑf are indexed by Γ(2)
f for n ≥ 2f .

Remark 1.26([10]). Let Vλ+ ⊗ Vλ− be an irreducible summand in the decompo-

sition of V ⊗f where λ+ ∈ Γp, λ
− ∈ Γq, as O

(
n2 + n

2

)
× O

(
n2 − n

2

)
- modules.

Now tensoring with V gives the following :
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Vλ+ ⊗ Vλ− ⊗ V = (Vλ+ ⊗ Vλ−)⊗ (V + ⊕ V −)
= (Vλ+ ⊗ Vλ− ⊗ V +)⊕ (Vλ+ ⊗ Vλ− ⊗ V −)
∼= (Vλ+ ⊗ V +)⊗ Vλ− ⊕ Vλ+ ⊗ (Vλ− ⊗ V −)
∼= (

⊕

µ+

Vµ+)⊗ Vλ− ⊕ Vλ+ ⊗ (
⊕

µ−
Vµ−)

∼=
⊕

µ+

(Vµ+ ⊗ Vλ−)
⊕

µ−
(Vλ+ ⊗ Vµ−),

where µ+(µ−) is obtained from λ+(λ−) by adding or removing one node. Hence

the Branching rule for inclusion Zf ⊆ Zf+1 describes the decomposition as follows,
as in [6] : Let (µ+, µ−) ∈ Ẑf+1.

(µ+, µ−)|Ẑf
=

⊕

λ+

(λ+, µ−)
⊕

λ−
(µ+, λ−),

where λ+(λ−) is obtained from µ+(µ−) by adding or removing one node. We now

define a Bratteli diagram Z as follows : The elements of Ẑf , are the vertices on the
fth level and every vertex (λ+, λ−) of Ẑf is connected to a vertex (µ+, µ−) ∈ Ẑf+1 if
either µ+(µ−) is obtained from λ+(λ−) by removing or adding one node for n ≥ 2f .

1.27([10]). The roots of the polynomial Qf (x) Let V = W ⊗W, dimW = n
with n = 2m and m is odd. Let {Eij}1≤i,j≤n be a set of matrix units for End(W ).
Then one defines G,E, H ∈ End(V ⊗ V ) by

G =
∑

Eij ⊗ Ers ⊗ Eji ⊗ Esr,

E =
∑

Eij ⊗ Ers ⊗ Eij ⊗ Ers, and

t =
∑

Eij ⊗ Eji ⊗ Id⊗ Id,

where Id is the identity transformation. We embed these E, G, t into the linear maps

on V ⊗f as Gi, Ei for i = 1, 2, · · · , f − 1 and Hi for i = 1, 2, · · · , f where Ei acts as
E on the ith and (i + 1)th factor of V ⊗f and as identity on the other ones. Put

Et =
1 + t

2
. Denote V Et by V + and V (Id− Et) by V −. Then dim(V +) =

n2 + n

2

and dim(V −) =
n2 − n

2
. It follows from Theorem 2.23 that the map Φ : ~Df (n) →

End(V ⊗f ) which maps gi to Gi, ei to Ei for i = 1, 2, · · · , f − 1 and hi to Hi for
i = 1, 2, · · · , f induces a homomorphism from ~Df (n) onto EndOt(n2)(V ⊗f ), the
centralizer of the fth tensor power of the standard representation of Ot(n2). It

follows from [8] that
~Df (n)
~If (n)

∼= k~Sf . For n ≥ 2f, ~Df (n) is semisimple by Corollary
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1.21. The above quotient splits as a direct summand. As in [14], zf (n) will denote
the central idempotent corresponding to the ideal ~If (n) and pλ=(λ+,λ−) will be
any minimal idempotent in k~Sf corresponding to λ = (λ+, λ−) ∈ Γ(2)

f . Then q(n) =

(1−zf (n))pλ is a minimal idempotent of the quotient algebra
~Df (n)
~If (n)

. Put ρ⊗f (A) =

A⊗ · · · ⊗A, f -times, for the A ∈ Ot(n2). Then ρ⊗f : Ot(n2) → GL(V ⊗f ) defines a
representation. Therefore

A → Φ(qλ(n))ρ⊗f (A)Φ(qλ(n))

is an irreducible representation of Ot(n2). Now Ot(n2) ∼= O

(
n2 + n

2

)
×O

(
n2 − n

2

)
.

Therefore it follows from Theorem 1.25 and Remark 1.26 that

(V ⊗f )Φ(qλ(n)) ∼= Vλ+ ⊗ Vλ−

for λ = (λ+, λ−) ∈ Γ(2)
f . Choose n such that n = 2m and m is odd. Consider Vλ+ ⊗

Vλ− , where Vλ+ is a finite dimensional O

(
n2 + n

2

)
- irreducible module occuring in

the decomposition of tensor product representation of O

(
n2 + n

2

)
and Vλ− is a fi-

nite dimensional O

(
n2 − n

2

)
- irreducible module occuring in the decomposition of

tensor product representation of O

(
n2 − n

2

)
. By [4], there exists polynomials Pλ+

and Pλ− derived from Weyl’s dimension formulas such that the dimensions dimVλ+

and dimVλ− are given by dimVλ+ = Pλ+

(
n2 + n

2

)
and dimVλ− = Pλ−

(
n2 − n

2

)
.

Let λ = (λ+, λ−) ∈ Γ(2)
f . Define Pλ(n) = Pλ+

(
n2 + n

2

)
Pλ−

(
n2 − n

2

)
. So that

dim (Vλ+ ⊗ Vλ−) = dim (Vλ+) dim(Vλ−)

= Pλ+

(
n2 + n

2

)
Pλ−

(
n2 − n

2

)

= Pλ(n).

Let λi denote the length of the ith row and left λ′j denote the length of the jth
column. Define the hook length at a node (i, j) ∈ λ to be

h(i, j) = λi − i + λ′j − j + 1

and, for each node (i, j) ∈ λ, define

(1.1) d(i, j) =
{

λi + λj − i− j + 1 if i ≤ j
−λ′i − λ′j + i + j − 1 if i > j

.
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Then it follows from [4] that the polynomials Pλ+

(
x2 + x

2

)
and Pλ−

(
x2 − x

2

)

can be written as

Pλ+

(
x2 + x

2

)
=

∏

(i,j)∈λ+

x2 + x− 2 + 2d(i, j)
2h(i, j)

,

Pλ−

(
x2 − x

2

)
=

∏

(i,j)∈λ−

x2 − x− 2 + 2d(i, j)
2h(i, j)

.

We define Pλ(x) = Pλ+

(
x2 + x

2

)
Pλ−

(
x2 − x

2

)
. Then

Pλ(x) =


 ∏

(i,j)∈λ+

x2 + x− 2 + 2d(i, j)
2h(i, j)





 ∏

(i,j)∈λ−

x2 − x− 2 + 2d(i, j)
2h(i, j)


 .

Let {bi}1≤i≤n(f) be the linear basis consisting of signed diagrams of ~Df and

dim ~Df = n(f). Put X =
(
~τ(~bi

~bj)
)

1≤i,j≤n(f)
and Qf (x) = det(x2f−1X). Then

Qf (x) is a polynomial in x of degree (2f − 1)n(f). Now consider the matrix

X ′ = x2fX. Then det X ′ = xn(f)Qf (x), so that we have the following:

Theorem 1.28([10]).

xn(f)Qf (x) =
∏

λ=(λ+,λ−)∈Γ
(2)
f

Pλ(x)

=
∏

(i,j)∈λ+

(r,s)∈λ−

(
x2 + x− 2 + 2d(i, j)

2h(i, j)

)(
x2 − x− 2 + 2d(r, s)

2h(r, s)

)
,

where the constants d(i, j) and h(i, j) are as given in (1.1).

Remark 1.29([10]). Let Λf be the set of all Young diagrams with f nodes. We
say that a Young diagram µ is a subdiagram of the Young diagram λ, denoted by
µ < λ, if µ can be obtained from λ by taking away appropriate nodes. Let

Λ(2)
f =

⋃
p+q=f

0≤p,q≤f

(Λp × Λq).

Then (i) there is a one to one correspondence, denoted by φ, between the elements
of B1

2f+1 and Λ(2)
f . (ii) The elements of Γ(2)

f correspond bijectively to the elements
of ~Γf .
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2. Subspaces of ~Df (n)

Denote by ~Wr, the subspace of signed Brauer’s algebra ~Df (n) spanned by basis
elements whose signed diagrams have exactly r-horizontal edges. N(f, r) denotes
the number of ways in which r -horizontal edges placed on a row of f vertices.

Theorem 2.1. The algebra ~Df (n) has the decomposition

~Df (n) =
⊕

0≤r≤bf/2c

~Wr .

Furthermore dim( ~Wr) =
(

f !
r!

)2
2f−2r

(f−2r)! .

Proof. Since ~Wr is the subspace of ~Df (n) spanned by basis elements whose signed
diagrams have exactly r - horizontal edges, ~Df (n) is decomposed into bf/2c sub-
spaces

~Df (n) =
⊕

0≤r≤bf/2c

~Wr .

The first horizontal edge in a signed diagram ~d ∈ ~Wr may have one end placed in
any one of f positions and the other end placed in any one of the remaining (f − 1)
positions. Therefore the number of positions in which it may be placed is f(f − 1).
The second horizontal edge in ~d have one end placed in any one of (f − 2) positions
and the other end placed in any one of the remaining (f − 3) positions. Therefore
the 2nd horizontal edge may be placed in (f − 2)(f − 3) positions. Finally the r-th
horizontal edge may be placed in (f − (2r − 2))(f − (2r − 1)) positions. But r-
horizontal edges in ~d may be permuted in r! ways. We have that

N(f, r) =
f(f − 1)(f − 2)...(f − (2r − 2))(f − (2r − 1))

r!

=
f !

r!(f − 2r)!
.

Since there are N(f, r) possible r-horizontal edges arrangements for each row and
since the remaining f − 2r vertices in each row may be joined by vertical edges in
2f−2r(f − 2r)! ways, we see that

dim( ~Wr) = (N(f, r))22f−2r(f − 2r)!

=
(

f !
r!

)2 2f−2r

(f − 2r)!
.

¤

Remark 2.2. The product of a basis element of ~Wr and any other basis element
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of the signed Brauer’s algebra ~Df (n) is an element of ~Ws, s ≥ r. It follows that the
subspace

~Vr = ~Wr ⊕ ~Wr+1 ⊕ · · · ⊕ ~Wbf/2c

is a two sided ideal of ~Df (n). In particular ~Vbf/2c = ~Wbf/2c is a two sided ideal.

By the decomposition in Theorem 1.1, we have chain of ideals

~Df (n) = ~V0 ⊃ ~V1 ⊃ · · · ⊃ ~Vr ⊃ · · · ⊃ ~Vbf/2c (2.1)

2.3. A notation for basis elements of ~Wr

In Theorem 2.1 we have seen that r-horizontal edges may be arranged on f
vertices in N(f, r) ways. We may therefore assign indices 1, 2, · · · , N(f, r) one to
each possible arrangement. Such a scheme of indices will be referred to as an r-
horizontal edge scheme. The edge structure of signed diagram corresponding to a
basis element of ~Wr is therefore specified by a pair of indices

(
i
j

)
which indicate the

edge structure of the upper row has the index i and that of lower row has index j.
We may also say that corresponding basis elements has edge structure

(
i
j

)
.

Consider the construction of vertical lines. Suppose that in each row of an
incomplete signed diagram there is a set of t unoccupied vertices. In each row
we number these vertices 1, 2, · · · , t from left to right. A signed diagram for a
permutation ~a of ~St may then be constructed upon these vertices by joining vertex
k of the lower set to vertex ~a(k) of the upper set, for 1 ≤ k ≤ t.

We then say that the signed diagram possesses the permutation ~a of ~St on the
two sets of t vertices and when there is no fear of confusion that the signed diagram
or the corresponding basis elements possesses the permutation ~a of ~St .

The element whose edge structure is
(
i
j

)
and which possesses the permutation

~a of ~S(f−2r) is an element of ~Wr. A complete basis for ~Wr is obtained by allowing
i and j to range through r-horizontal edge scheme and ~a to range ~Sf−2r. Element
possessing identity permutation will be called special elements.

We will denote by ~wi,j the basis element of ~Wr whose edge structure is
(
i
j

)

and possesses the identity permutation of ~Sf−2r. The elements ~wi,j of ~Wr do not
provide a complete basis when i and j range through the r-horizontal edge scheme.
We now develop a notation for the remaining elements.

If i is an index of the r-horizontal edge scheme and if ~a ∈ ~Sf−2r then we define
~ai to be the element of ~W0 whose signed diagram is constructed as follows:

(i) The identity permutation of ~S2r is constructed upon those vertices which are
the end points of horizontal edges in the signed diagram for ~wi,i.

(ii) The permutation of ~a of ~Sf−2r is constructed upon those vertices which are
the end points of vertical edges in the signed diagram for ~wi,i.
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It is now seen that ~ai ~wi,j is the basis element of ~Wr whose edge structure is
(
i
j

)

whose permutation is ~a of ~Sf−2r. Since ~wi,j possesses the identity permutation of
~Sf−2r and since the identity commutes with every other permutation, it follows that
~ai ~wi,j = ~wi,j~aj . The set of elements ~ai ~wi,j forms a complete basis for ~Wr when ~a

ranges through ~Sf−2r and i, j take all values in 1, 2, · · · , N(f, r).

The number of elements ~ai ~wi,j ∈ ~Wr

= (N(f, r))2 × number of elements ~a in ~Sf−2r

= (N(f, r))2 × 2f−2r(f − 2r)!

=
(

f !
r!

)2 2f−2r

(f − 2r)!

= dim( ~Wr).

Hence {~ai ~wi,j}1≤i,j≤N(f,r) , form a complete basis for ~Wr when ~a ranges through
~Sf−2r.

Lemma. If S = {~ai ~wi,j |1 ≤ i, j ≤ N(f, r)} is a basis for ~Wr, then the cardinality
of S is equal to the dimension of ~Wr.

3. Multiplication of basis elements of ~Wr

The elements ~ai,~bi and so forth correspond to signed diagrams, and therefore
the products in which they occur are associative. This helps in obtaining a rule for
the multiplication of basis elements.

Let ~ai ~wi,j and ~bk ~wk,l be in ~Wr. Then

(~ai ~wi,j)
(
~bk ~wk,l

)
= (~ai ~wi,j)

(
~wk,l

~bl

)
(3.1)

= ~ai (~wi,j ~wk,l)~bl.

We consider now the product ~wi,j ~wk,l. Let ~wi,j and ~wk,l be elements of ~Wr. We
may assume that the product ~wi,j ~wk,l is again an element ~Wr. Then its horizontal
edge structure is

(
i
j

)
and which possesses the element ~a ∈ ~Sf−2r, which need not

be the identity. A positive loop in ~wi,j ~wk,j is replaced by n2 and negative loop is
replaced by n. We denote the power of n by µ(j, k) which occur depend only upon
the indices (j, k) and we denote the element of ~Sf−2r by ~a(j, k). Their product
µ(j, k)~a(j, k) is an element of the group algebra k~Sf−2r of the group ~Sf−2r over k
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and we denote it by ~a∗(j, k). We now write the product as

~wi,j ~wk,l = ~a∗i (j, k)~wi,l(3.2)

(~ai ~wi,j)(~bk ~wk,l) = ~ai(~a∗i (j, k)~wi,l)~bl

= ~ai~a
∗
i (j, k)~bi ~wi,l

=
(
~a~a∗i (j, k)~b

)
i
~wi,l.

For any ~b ∈ ~Sf−2r and a basis element ~aiwi,j of ~Wr, we define

~b(~ai ~wi,j) = ~bi(~ai ~wi,j).

If the definition is extended to the whole space ~Wr by linearity, we have a
representation of ~Sf−2r on ~Wr, i.e., for any ~a and ~b of ~Sf−2r and ~w of ~Wr,~a(~b~w) =
(~a~b)~w.

(3.2) can be re written as

(3.3) (~a~wi,j)(~bwk,l) = ~a~a∗(j, k)~b~wi,l.

3.1. The operators ~a∗(j, k)
For multiplication in ~Wr the operators ~a∗(j, k) have only been defined for prod-

ucts ~wi,j ~wk,l are in ~Wr. Define ~a∗(j, k) = 0 for the products ~wi,j ~wk,l are not in ~Wr.
In this case the product will be in ~Ws, s > r.

Properties of ~a∗(j, k).

1. µ(j, k) = µ(k, j).

2. ~a∗(k, j) = 0 ⇒ ~a∗(j, k) = 0.

3. ~a∗(j, j) = µ(j, j)ε where ε is the identity elements of ~Sf−2r.

4. µ(j, k) = ns, 0 ≤ s < r for j 6= k.

4. Factor algebras of ~Df (n)

We denote by ~Mr, the factor algebra ~Vr
~Vr+1

, 0 ≤ r ≤ bf/2c, where ~Vr are the

ideals occuring in (3.1).

4.1. Multiplication in ~Mr

Since ~Vr = ~Wr⊕ ~Vr+1 by definition, a basis for ~Wr, taken modulo ~Vr+1 serve as
a basis for the residue class algebra ~Mr. We denote the residue class modulo ~Vr+1
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of an element ~v of ~Vr by [~v]. We now see the rule (4.3) may be used as a complete
rule in ~Mr : i.e., with definition given for ~a∗(j, k)

(4.1) [~a~wi,j ]
[
~b~wk,l

]
=

[
~a~a∗(j, k)~b~wi,l

]
.

We can extend the domain of the operators ~a ∈ ~Sf−2r to the whole of ~Vr by defining
them to operate as identity elements on ~Vr+1. Then we use the usual definition of
an operator on a residue class, namely ~a[~w] = [~a~w]. Writing [~wi,j ] = ~vi,j , we obtain
[~a~wi,j ] = ~a~vi,j . We now have the three rules for the use of these operators in ~Mr :

1. ~a(~b~v) = (~a~b)~v, where ~a,~b ∈ ~Sf−2r and ~v ∈ ~Mr; (4.2)

2. (~a~vi,j)(~b~vk,l) = ~a~a∗(j, k)~b~vi,l; (4.3)

3. ~a(~v1~v2) = (~a~v1)~v2,~a ∈ ~Sf−2r, ~v1, ~v2 ∈ ~Mr. (4.4)

All these rules may be extended to elements of the group algebra. For ~α, ~α1, ~α2, in
k~Sf−2r and ~v,~v1, ~v2, in ~Mr, they become

1. ~α1(~α2~v) = (~α1~α2)~v; (4.5)

2. (~α1~vi,j)(~α2~vk,l) = ~α1~α
∗(j, k)~α2~vi,l; (4.6)

3. (~α~v1)~v2 = ~α(~v1~v2). (4.7)

4.2. The decomposition of ~Mr

Young’s theory of the decomposition of the group algebra of the symmetric
group into simple ideals is well known [13]. A correspondence decomposition of ~Mr

is obtained in this section.

Denote by ~Iλ, the simple ideal of the group algebra k~Sf of the symmetric group
~Sf over the field k of characteristic 0. There is a 1-1 correspondence between the
partition λ of 2f + 1 and the simple ideals ~Iλ of k~Sf . k~Sf is a direct sum of these
simple ideals :

k~Sf =
⊕

λ

~Iλ,

where λ ∈ B1
2f+1 = {λ ` 2f + 1 whose 2− core is [1]}. The simple ideal ~Iλ is a

total matrix algebra over k. Let
{

Eλ
α,β

}
1≤α,β≤fλ

forms a basis for ~Iλ, λ ∈ B1
2f+1.

For each partitions λ of 2f +1, the whole set
{

Eλ
α,β

}
1≤α,β≤fλ

forms a basis for the

group algebra k~Sf . The basis elements have the multiplication properties

Eλ
α,βEµ

γ,δ = 0 for all α, β, γ, δ, if λ 6= µ, λ, µ ∈ B1
2f+1.

Eλ
α,βEλ

γ,δ = δβ,γEλ
α,δ where δβ,γ is the Kronecker delta.
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Each element ~ξ ∈ k~Sf can be written in the form

~ξ =
∑

λ

∑

α,β

ξλ
α,βEλ

α,β ,

where λ ∈ B1
2f+1 = {λ ` 2f + 1 whose 2− core is [1]},1 ≤ α, β ≤ fλ and ξλ

α,β ∈ k.
It follows that

Eλ
α,β

~ξEλ
γ,δ = ξλ

β,γEλ
α,δ. (4.8)

ξλ
α,β is called (α, β) coefficient of ~ξ in ~Iλ, λ ∈ B1

2f+1.

We now replace f by f − 2r. Denote by ~Mλ
r , a linear subset of ~Mr spanned by

{Eλ
α,β~vi,j}1≤α,β≤fλ

, 1 ≤ i, j ≤ N(f, r) and λ ∈ B1
2(f−2r)+1 = {λ ` 2(f − 2r) + 1

whose 2 core is [1] such that 0 ≤ r ≤ bf/2c}.
We have the following :

Theorem 4.3.

(i) ~Mλ
r is a two sided ideal of ~Mr;

(ii) ~Mr is a direct sum of these ideals

~Mr =
⊕

λ

~Mλ
r ,

where λ ∈ B1
2(f−2r)+1 = {λ ` 2(f − 2r) + 1 whose 2-core is [1] such that

0 ≤ r ≤ bf/2c}.

Proof. Let ~a,~b ∈ ~Sf−2r. From (4.3) we have that (~a~vi,j)
(
~b~vk,l

)
= ~a~a∗(j, k)~b~vi,l,

where ~vi,j = [~wi,j ] and ~a?(j, k) ∈ k~Sf−2r. This rule may be extended linearly to
elements of the group algebra k~Sf−2r. For ~α1, ~α2 in k~Sf−2r we have that

(~α1~vi,j) (~α2~vk,l) = ~α1~α
∗(j, k)~α2~vi,l, (4.9)

where ~a∗(j, k) ∈ k~Sf−2r. First we shall prove that ~Mλ
r , λ ∈ B1

2(f−2r)+1 = {λ `
2(f − 2r) + 1 whose 2 core is [1] such that 0 ≤ r ≤ bf/2c} is a two sided ideal of
~Mr. Let ~α1~vi,j ∈ ~Mλ

r . Then ~α1~vi,j can be written in the form

~α1~vi,j =
∑

α,β

ξλ
α,βEλ

α,β~vi,j ,

where λ ∈ B1
2(f−2r)+1, 1 ≤ α, β ≤ fλ and ξλ

α,β ∈ k. This implies that ~α1 =∑
α,βξλ

α,βEλ
α,β ∈ ~Mλ

r and Eλ
α,β ∈ ~Iλ, λ ∈ B1

2(f−2r)+1. If follows that ~α1 ∈ ~Iλ. Let

~α2~vk,l ∈ ~Mr Therefore the expression on the right side of (5.9), ~α1α
∗(j, k)~α2~vi,l ∈

~Mλ
r , where ~α∗(j, k) ∈ k~Sf−2r. Hence ~Mλ

r is a right ideal of ~Mr.
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If ~α2~vk,l ∈ ~Mλ
r and ~α1~vi,j ∈ ~Mr then α2 ∈ ~Iλ, λ ∈ B1

2(f−2r)+1. Therefore

(~α1~vi,j)(~α2~vk,l) = ~α1~α
∗(j, k)~α2~vi,l ∈ ~Mλ

r . Thus ~Mλ
r is a left ideal of ~Mr and hence

~Mλ
r is a two sided ideal of ~Mr.

Since the elements Eλ
α,β~vi,j , 1 ≤ α, β ≤ fλ, 1 ≤ i, j ≤ N(f, r) spans the two

sided ideal ~Mλ
r , λ ∈ B1

2(f−2r)+1, the set of elements Eλ
α,β~vi,j , 1 ≤ i, j ≤ N(f, r)

forms a basis for ~Mr, where λ ∈ B1
2(f−2r)+1 = {λ ` 2(f − 2r) + 1 whose 2 core is

[1] such that 0 ≤ r ≤ bf/2c}. Hence ~Mr has the decomposition

~Mr =
⊕

λ∈B1
2(f−2r)+1

~Mλ
r

. ¤

Notation 4.4. We now take a particular ideal ~Mλ
r , λ ∈ B1

2(f−2r)+1 , we drop the
index λ, write Eλ

α,β = Eα,β , and so forth. We denote the (β, γ) coefficient of ~a∗(j, k)
in ~Iλ by a∗jβ ,kγ

. Let Eα,β~vi,j = Tiα,jβ
. These elements form a basis for ~Mλ

r . With
this new notation, the multiplication rule

(Eα,β~vi,j) (Eγ,δ~vk,l) = Eα,β~a∗(j, k)Eγ,δ~vi,l (4.10)

becomes

Tiα,jβ
Tkγ ,lδ = Eα,β~a∗(j, k)Eγ,βEα,δ~vi,l

= a∗jβ ,kγ
Eα,δ~vi,l , where Eα,β~a∗(j, k)Eγ,β = a∗jβ ,kγ

= a∗jβ ,kγ
Tiα,lδ .

Remark 4.5. a∗jβ ,kγ
= µ(j, k)ajβ ,kγ , where ajβ ,kγ = Eα,β~a(j, k)Eγ,β .

Indead, a∗jβ ,kγ
= Eα,β~a∗(j, k)Eγ,β

⇒ a∗jβ ,kγ
= Eα,βµ(j, k)~a(j, k)Eγ,β because ~a∗(j, k) = µ(j, k)~aj,k

= µ(j, k)Eα,β~a(j, k)Eγ,β

= µ(j, k)ajβ ,kγ , where ajβ ,kγ = Eα,β~a(j, k)Eγ,β .

Theorem 4.6. For a given integer f , the algebra ~Mr is semisimple for all suffi-
ciently large n.

Proof. As in Theorem 4.3, we have ~Mr is the direct sum of ideals

~Mr =
⊕

λ

~Mλ
r ,
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where λ ∈ B1
2(f−2r)+1 = {λ ` 2(f − 2) + 1 core is [1] such that 0 ≤ r ≤ bf/2c}.

So we have to prove that ~Mλ
r is simple. Also the group algebra k~Sf−2r has the

decomposition
k~Sf−2r =

⊕

λ

~Iλ,

where λ ∈ B1
2(f−2r)+1. Let {Eα,β}1≤α,β≤fλ

, be a basis for the group algebra k~Sf−2r.

Each element ~η ∈ k~Sf−2r can be written in the form

~η =
∑

λ

∑

α,β

ηα,βEα,β ,

where ηα,β ∈ k, 1 ≤ α, β ≤ fλ and λ ∈ B1
2(f−2r)+1. It follows that Eα,β~ηEγ,δ =

ηβ,γEα,δηα,β is called the (α, β) coefficient of ~η in ~Iλ, λ ∈ B1
2(f−2r)+1. We de-

note (α, β) coefficient of ~a∗(i, j) in ~Iλ by a∗iα,jβ
. The algebra ~Mλ

r are general-

ized matrix algebras. The multiplication matrix of ~Mλ
r , λ ∈ B1

2(f−2r)+1 is de-

noted by φ =
(
a∗jα,jβ

)
where a∗jα,jβ

is the (α, β) coefficient of ~a∗(i, j) in the ideal
~Iλ, λ ∈ B1

2(f−2r)+1, of k~Sf−2r. To prove ~Mλ
r is simple, it is surfices to prove

that the matrix φ =
(
a∗jα,jβ

)
is non singular, i.e., to prove that the determinant∣∣µ(i, j)aiα,jβ

∣∣ 6= 0. The diagonal submatrices of φ are obtained by fixing i = j and
letting α, β range through 1 ≤ α, β ≤ fλ. Then ~a∗(i, i) = µ(i, i)ε where ε denote
the identity of ~Sf−2r. If follows that ~a∗(i, i) = nrε. Therefore

a∗iα,jβ
= µ(i, i)aiα,jβ

= µ(i, i)δα,β (the Kronecker delta)
= nr,

so that each diagonal submatrix of φ is nr · I, where I is the unit matrix of order
fλ × fλ. The off -diagonal submatrices with i 6= j, have a∗iα,jβ

= ~a∗iα,jβ
µ(i, j)aiα,jβ

,
where µ(i, j) = 0 or ns, 0 ≤ s < r. Hence the main diagonal term provides us
with a power of n in the determinant is strictly higher than the power of any other
term of the expansion. Hence det(φ) is a non zero polynomial in n with coefficients
in k. The integral roots of the polynomial are the values of n for which ~Mλ

r is
non-semisimple. For all other integers ~Mλ

r is simple. Since det(φ) has only a finite
number of roots, it follows that ~Mλ

r is simple for sufficiently large n. ¤

Theorem 4.7. Let ~Mr be semisimple. Then there is an embedding of k~Sf−2r in
the factor algebra ~Mr.

Proof. Let ~a ∈ ~Sf−2r. Then the set { 1
nr

~a~wij} of elements of ~Mr forms a subgroup

of ~Mr. We denote such elements by â. We define â = ~aεr, where εr is the identity
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element in ~Mr. The mapping ~a
Ψ−→ â is a homomorphism of ~Sf−2r onto a subgroup

of ~Mr. Indeed,

Ψ(~a~b) = âb̂ = (~a~b)εr, for any ~a,~b ∈ ~Sf−2r

= ~a(~bεr) by (4.5)

= ~a(εr(~bεr))

= ~a(εr)~b(εr) by (4.7)

= âb̂

= Ψ(~a)Ψ(~b).

The mapping Ψ is an isomorphism, since the further mapping â −→ 1
nr

~a~wi,j is

onto a group isomorphic to ~Sf−2r. The embedding is now extended to elements ~α

of the group algebra k~Sf−2r, by defining α̂ = ~αεr, where εr is the identity of ~Mr

and α̂ = { 1
nr

~α~wi,j}, a subalgebra of ~Mr. Hence the elements { 1
nr

~α~wi,j} of ~Mr

isomorphic to k~Sf−2r, which proves the theorem. ¤

5. Structure of ~Mr in the semisimple case

Let ~Mr be semisimple. By Theorem 4.6, we have ~Mr has the decomposition

(5.1) ~Mr =
⊕

~Mλ
r ,

where λ ∈ B1
2(f−2r)+1 = {λ ` 2(f − 2r) + 1} whose 2 core is [1] such that 0 ≤ r ≤

bf/2c.
The ideals ~Mλ

r are total matrix algebras over k. Since {Eα,β ~wi,j}1≤α,β≤fλ
, 1 ≤

i, j ≤ N(f, r), forms a basis ~Mλ
r , ~Mλ

r has degree fλN(f, r) over k. In the semisimple
case â ~wi,j = ~awi,j . Therefore the products â ~wi,j as a basis for ~Mr. Clearly any
basis {~α} of k~Sf−2r provides a basis {α̂ ~wi,j} for ~Mr, where 1 ≤ i, j ≤ N(f, r). The
ideal ~Mλ

r , λ ∈ B1
2(f−2r)+1, is spanned by the products α̂ ~wi,j where ~α ∈ ~Iλ, 1 ≤ i, j ≤

N(f, r). The set of elements α̂ with ~α ∈ ~Iλ, λ ∈ B1
2(f−2r)+1 form a subalgebra Îλ of

~Mr which is isomorphic to ~Iλ. Hence ~Iλ, λ ∈ B1
2(f−2r)+1 is a total matrix algebra

of degree fλ that is a subalgebra of the total matrix algebra ~Mλ
r contains a total

matrix subalgebra ~Nλ
r of degree N(f, r) over k such that ~Mλ

r may be written as a
product :

(5.2) ~Mλ
r = ~Iλ × ~Nλ

r .

Then (5.1) becomes
~Mr =

⊕

λ

(
~Iλ × ~Nλ

r

)
,



Factor Algebras of Signed Brauer’s Algebras 567

where λ ∈ B1
2(f−2r)+1 = {λ ` 2(f − 2r) + 1 whose 2 core is [1] such that 0 ≤ r ≤

bf/2c.
While the ~Nλ

r are not unique, we may select one in each ~Mλ
r . So that they are

all isomorphic since each is a total matrix algebra of degree N(f, r) over k. Let ~Nr

be an algebra which is isomorphic to them. Since k~Sf−2r has the decomposition

k~Sf−2r =
⊕

λ

~Iλ,

where λ ∈ B1
2(f−2r)+1 = {λ ` 2(f − 2r) + 1 whose 2 core is [1] such that 0 ≤

r ≤ bf/2c}, a corresponding decomposition can be given for the direct product of
k~Sf−2r and ~Nr. So we have that

k~Sf−2r × ~Nr =




⊕

λ∈B1
2(f−2r)+1

~Iλ


× ~Nr

∼=
⊕

λ∈B1
2(f−2r)+1

(
~Iλ × ~Nr

)
.

Let ~α ∈ k~Sf−2r and ~α =
∑

~αλ, where ~αλ ∈ ~Iλ, for each λ, λ ∈ B1
2(f−2r)+1. Let

~s,~sλ be the elements of ~Nr and ~Nλ
r . Then the mapping given by

~α~s =
(∑

~αλ
)

~s →
∑

~αλ~s →
∑

~αλ~sλ

is an isomorphism between k~Sf−2r × ~Nr and ~Mr. Under this mapping the set
k~Sf−2r×Ir, where Ir is the identity element of ~Nr, corresponds to the subalgebra k ~H

of ~Mr. Let µr be the identity element of k~Sf−2r. We denote the set corresponding
to µr × ~Nr by N̂r and we have

~Mr
∼= k ~H × N̂r.

We have the main theorem :

Theorem 5.1. If ~Mr is semi simple then ~Mr contains an isomorphic copy of
the group algebra k ~H and a total matrix algebra N̂r of degree N(f, r) over k and
~Mr
∼= k ~H × N̂r.
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