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Abstract

In this paper, we introduce a new design environment for efficient multiprocessor system-on-chip design space
exploration. The design environment takes a process network model as input system specification. The process network
model has been widely used for modeling signal processing applications because of its excellent modeling power. However,
it has limitation in predictahility, which could cause severe problem for real time systems. This paper proposes a new
approach that enables static analysis of a process network model by converting it to a hierarchical synchronous dataflow
model. For efficient design space exploration in the early design step, mapping application to target architectures has been
a crucial part for finding better solution. In this paper, we propose an efficient mapping algorithm. Our mapping algorithm
supports both single bus architecture and multiple bus architecture. In the experiments, we show that the automatic
conversion approach of the process network model for static analysis is performed successfully for several signal
processing applications, and show the effectiveness of our mapping algorithm by comparing it with previous approaches.

Keywords : Process network, multiprocessor system-on—chip, design space exploration, static analysis,

mapping algorithm

I. Introduction

AR, AedEgn AVHFEHETEF
(School of Electrical Engineering ad Computer

In embedded electronic  systems  design,

Sciences/ Electrical Engineering, Seoul National Multiprocessor System-on—-Chip (MPSoC) has become

University)

a necessity for efficiency in several design aspects.
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in developing efficient MPSoC design environments.
However, since the environment usually depends on
the intuition of designers, it is a time-consuming job
the skills
Therefore, an efficient MPSoC design methodology is

even with of experienced experts.
becoming more and more critical. In this paper, we
introduce a new design environment for efficient
MPSoC design space exploration of signal processing
applications. Figure 1 shows the overall design flow.
In this paper, we focus on research in system
specification and application-to—architecture mapping
in the flow.

From a process network model™ in SystemC, our
conversion tool (SC2SDF and SC2C in Figure 1)
parses the input SystemC files using Lex/Yacc to
extract the connection information of ports between
processes and it extracts the behavior from the
SystemC files and generates the corresponding C
files. Then, from these results, the conversion tool
generates a model composed hierarchically of Finite
State Machine (FSM) graphs and Synchronous
DataFlow (SDF)? graphs through control/data flow
analysis using SUIF1 compiler[?’]. The hierarchical
model graph and C codes are the inputs for static
software/hardware ~ (SW/HW)  estimation.  The
estimated results are also annotated into the
hierarchical model and used to map the application to
the target architecture. To estimate the performance
of the whole system, we schedule it statically. Our
mapping algorithm takes the hierarchical model and
target architecture information which contains bus
architecture, communication overhead, OS information,
and so on. With the input, the algorithm maps actors
to the target
evolutionary algorithm based on Quantum-Inspired
Evolutionary Algorithm (QEA). The algorithm can
perform

multiobjective  optimization as well.

architecture wusing an extended

optimization  and
Finally,
validate the system by simulation. It is also possible
to feed some information in the result back to the

mapping step to find a better solution.

single objective

we

In Section II, we present related work. In Section

TI, we introduce the automatic conversion method for

(838)

Application io {AP50C

System ! .
architectura mapping

specification

SystemC
Process Network]

Architecture
template

Singte Multipte

OR

bus

Quantun-inspired E

bus

Single objective Multiobjective
optimization optimization

LG

Simulation

W

P Bus cyele-accurate
Statlc TLM cosimulation

SW estimation RTL

Static

=
Fig.

1. MA™ol MA sER

1. The overall design flow.

doing static analysis of process network model. Then,
Section IV explains our mapping algorithm. In Section
V, we show some experimental results with several
signal processing applications. Finally, we conclude
this paper in Section VI.

II. Related Work

Accurate and fast estimation of the performance of
a system is very important for an efficient design
space  exploration in early design  stages.
Simulation-based approaches[5~6] have been proposed
for the performance estimation of a process network
model.

dynamic behaviors in their modeling and simulation,

Although they can easily accommodate

they cannot guarantee worst case execution time
analysis real time Quasi-static
scheduling based on runtime statistics™” is a good

complement of the above mentioned approaches to

for systems.

work around their weak points for real time systems,
but it requires more modeling effort to the designers
compared to the process network model. In the
quasi-static approach using Petn'—net[gl, they find all
possible static paths and schedule them statically to
reduce runtime scheduling overhead. However, it has
a problem that the number of static paths can
increase exponentially. In this paper, we present a
method to analyze a process network model statically
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by automatically converting the model to a
hierarchical SDF model.
HW-SW  codesign methodology has  been

mvestigated to enhance design quality during the last
decade. Many heuristics®® ™" have been proposed for
to target architecture with an

objective. However, these approaches are hard to

mapping tasks

observe various aspects of system since many
different design objectives in complex systems leads
to a very large design space. Recently, there has

been an increasing interest in the evolutionary
multiobjective  optimization algorithm, since the
designer can find several members of the

approximated Pareto-optimal set in a single run of
the algorithm. Examples are SPEAZ“QJ, NSGAZ“S],
and IBEA™. In this paper, we newly introduce a
mapping system based on the improved QEA which
finds best known results even faster than any other
heuristic algorithms and simultaneously finds the
approximated Pareto-optimal set for multiobjective
optimization problem in a single system.

. System Specification and Model
Conversion

This section presents key ideas for the automatic
conversion and we mention current restrictions of our

approach.

1. Key Ideas for Automatic Conversion

First, we define several terms before we describe
the generation process of the hierarchical model.

Definition 1 If there is a data flow path between
two points in an actor/process and all points on the
path belongs to the same actor/process then we call
it a convex data flow path. Otherwise, we call it a
non-convex data flow path. If an actor/process has a
non-convex data flow path, then it can be blocked in
the middle of its execution.

Definition 2 For a proper static analysis of an SDF
model, an actor should have fixed input/output rates
and should not have a non-convex data flow path.

Such an actor is called a well-formed actor. An actor

(839)

with variable input/output rates (for example, by
dynamic constructs) and/or a non-convex data flow
path is called an ill-formed actor.

The process of generating the hierarchical model is

performed step by step as follows.

1. It first transforms the process network model to
an intermediate SDF model where each actor
corresponds to a process in the process network
model. Note, however, that a process may not be
well transformed to an actor since process is a

than actor.
specifically, if a process has a non-convex data

more general concept More
flow and/or variable input/output rates, then the
actor generated from the process will be an
ill-formed actor. So the intermediate SDF may
contain one or more ill-formed actors.

2. Nl-formed actors having non-convex data flow
are decomposed into more than one actor by
finding non-blocking code segments.

3. Finally, if there are ill-formed actors with
variable input/output rates, FSMs are added to

model the rate control.

2. Restrictions

Our tool extracts input and output data rates for
each process. It is done by counting the number of
calls to read/write functions in the process network
model. If such a call is made from inside a loop, we
add an FSM implementing counters, one for each
input condition. We determine the loop count by data
flow analysis to compute the total number of calls
made in the loop. In the current version, we assume
that all loop counts and the number of calls can be

determined statically, provided that the input
condition is fixed.
Even though FSM can capture input-data-

dependent behavior, it is not always possible to
network model statically.
Therefore, we need to restrict the input process
network model to a limited class. Such a problem in
heterogeneous modeling has been investigated in

analyze the process

several previous researches. Especially, A. Girault et
al"™ has proposed heterochronous dataflow (HDF),
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where an actor has a finite number of type
signatures each of which specifies fixed numbers of
tokens consumed and produced. If all the type
signatures have a fixed rate of execution, then static
scheduling of the HDF is possible. In this paper, we
restrict the input process network to satisfy the
conditions posed by HDF, which limits the application
of our approach. However, from our experience, we
see that most digital signal processing applications
are well modeled with such restrictions.

IV. Application—to—architecture Mapping

As the input, our mapping algorithm takes a task
graph represented by a directed acyclic graph and
target architecture which

processor allocation, bus architecture, communication

information contains
overhead, OS information, and so on. The task graph
consists of nodes and edges. Each node is annotated
with one or more execution times, one for each type
of processor that can run the task, deadline, and
period. With the input, the system maps tasks to the
target architecture using improved QEA for single
objective optimization, for example, performance
maximization or power consumption minimization, and
multiobjective QEA to find approximated Pareto-
optimal set simultaneously. Then we can compare the
results and find the best solution satisfying design

constraints.

1. Target Architecture

Our mapping algorithm can support two types of
bus architecture that is, single bus architecture and
multiple bus architecture with a bus matrix.

In the single bus architecture, processors (GPPs or
DSPs), DMAs, a shared memory, and HWs are
connected to a shared bus such as AMBA. This
architecture is relatively simple but can produce
degradation of performance because of communication
overhead caused by using a shared bus.

In the multiple bus architecture, processors, HWs,
DMAs, and shared memories are connected to a bus
matrix. and a scheduler is in charge in executing

Z2M2 HERYI ZH FX 2A0 J|HeE
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slaves in the order of a static schedule. Using the
bus matrix, we can find better parallelism of the
system.

2. Improved QEA

QEA is based on the concept and principles of
quantum computing such as quantum bit and
superposition of states. Like other evolutionary
algorithms, QEA also characterized by the

representation of the individual, the evaluation
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function, and the population dynamics. Insteéd of
binary, numeric, or symbolic representation, QEA
uses a probabilistic representation, which has the
advantage of being able to represent a linear
superposition of states in the search space. Thus, it
has better characteristics of population diversity than
other representations.

However, the original QEA can only represent two
states for a Q-bit. If we want to apply it to
multiprocessor mapping problem, we need multiple
bits to represent multiple processors. To solve the
multiprocessor mapping problem, we adopt . one-hot
encoding of processors.

The original QEA uses a rotation Q-gate as a
variation operator. A rotation angle for each Q-bit is
determined to drive it toward better solutions based
on polar plot of the rotation gate. However, once a
Q-bit becomes “0” or “1” state, it cannot be changed
by the rotation Q-gate, thus inhibiting possible
further improvement. To solve this problem, we apply
a meta rule to the QEA. Initially, we set the possible
minimum probability to a value larger than 0 and the
possible maximum probability to a value smaller than
1. And then we increase or decrease these values
after a meta-period which is given by the user or
determined empirically. Thus, it has more chances to
explore the search space and gradually settles down
toward a globally optimal solution as we go through

generations.

3. Multiobjective Optimization
For multiobjective optimization with QEA, we use
the concept of a known evolutionary multiobjective



2007 108 MAB83 =RX M 42 SDH A 102

algorithm called IBEA (Indicator-Based Evolutionary
Algorithm) which is currently the most efficient one,
which is one of the algorithms that can be used via
PISA (Platform and Programming Language
Independent Interface for Search Algon'thms)“&.

4. Evaluation by Static Analysis

We use basically a list scheduling technique to
evaluate the performance of each mapping solution
obtained by the improved QEA. To support hard real
time constraints and multi-rate systems, we schedule
all task instances within the hyper—period (least
common multiple of the task periods). We give higher
priority to tasks with earlier deadline. If a task does
not specify deadline, then we assign priority based on
the path-lengths to tasks with deadline specification.
scheduler
preemptive scheduling.

Currently, our supports only non-

7t. Evaluation for Single Bus Architecture
Our scheduling algorithm considers dynamic OS
behavior (e.g. context switch overhead, interrupt

service routine overhead and device driver overhead),

Finish time : 40

i
ARM A 8 DD (write (2 delay))
DD (read (2 delay))
bsp 3 B WR(2delay)
R contention
0 Trans. delay
HW a Bus arbiter (2 delay)
(a) No communication overhead
ARM PRGN | ] m:ﬁ‘"‘"—'—_"\
Finigh time : 70
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(b) Considering communication overhead
=
a3 2. ot A FxoMe AHER

Fig. 2. A scheduling example for single bus architecture.
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1

bus communication overhead, bus conflict and bus
arbiter overhead.

Figure 2 shows an example of the scheduling for
single bus architecture. In Figure 2, (a) describes a
scheduling behavior without communication overhead.
On the other hand, (b) considers the communication
overhead including device driver, bus conflict, bus
arbiter, and etc. As shown Figure 2, we should note
that overall
performance of a system.

communication quite affects the

Lt. Evaluation for Multiple Bus Architecture

We initially assume érchitecture with a fully
connected bus matrix. To evaluate the performance of k
the architecture, we define some assumptions as
follows.

1. If a memory between more than two processors
(both are masters or slaves) is mapped to a local
bus, the processors can share the local bus. And
if they are masters, they can also use local
DMAs depending on mapping results.

2. All masters always do not use global DMAs.

3. Communication between slaves is always done
via global DMAs.

Under these assumptions, after the evaluation of
the system, we can optimize the architecture with the
following guidelines.

1. If there is no communication overlap between
two memories, we can cluster them into one
memory to reduce the number of connections in
the bus matrix.

2. If there is conflict due to using only one DMA,
we add a new DMA to make the performance
better.

Figure 3 shows an example of initial architecture.
Initially, all tasks (P1"P7) are assumed to be master,
and all memories (M1"™M6) between tasks are
assumed to be slave.
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Fig. 4. Maximally connected bus matrix architecture.

They are connected to a fully connected bus
matrix. And it is also assumed that a global DMA
manages communication of slaves. However, in the
initial architecture, there are unnecessary connections
via which there is no actual communication. Thus,
we refine the initial architecture by removing the
unnecessary connections. This architecture is called
maximally connected bus matrix architecture. Figure
4 shows the maximally connected bus matrix
architecture refined from the initial fully connected
bus matrix architecture in Figure 3.

Figure 5 shows an architecture obtained from a
mapping example. The architecture includes 2 ARM
processors (masters), 1 DSP (master), and 4 HWs
(one master and three slaves). Assuming this
architecture, we first estimate overall performance of
the system by static scheduling.

Figure 6 shows a scheduling result. From the
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Fig. 6. A scheduling for multiple bus architecture.

schedule, we analyze if there is communication
overlap between two memories, and then we cluster
them into one memory if there is no communication
overlap. It reduces the number of connections in the
bus matrix. In the Figure 6, we can also see that
DMA conflict exists. If we add another DMA to the
architecture, we can avoid the conflict. The optimized
architecture is shown in Figure 7. Again, the
optimized architecture is evaluated to get its
performance by static scheduling. A final schedule
result is illustrated in Figure 8.
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V. Experimental Results

The design environment proposed in this paper has
been implemented on Pentium IV 24 GHz Linux
machine with a 4 GB memory. We have also
developed several GUIs.

1. Automatic Model Conversion

We have successfully performed the automatic
conversion for four examples, JPEG, H.263, and H.264
encoder, and H264 decoder. However, we show only
one example due to space limit. Figure 9 shows the
generated SDF model for H264 decoder. There are
two actors each of which is decomposed into three
actors and six actors for which FSMs are added

since they have conditional constructs.

2. Application—to—architecture Mapping

We compare our results with those of Yen[gl,

a2l 9. H264 decodere] MAE SDF 2H
Fig. 9. The generated SDF model for H.264 decoder.
E 1. MOGACS otF & ™ oHE
Table 1. MOGAC's very large random examples.
MOGAC Oh & Ha SHaPES
Examples No. of
nodes time time time
cost ® cost ® co;t ©®
MOGAC | 50 | 30 | 2454 | 30 | 176 | 30 | 1302
randoml
MOGAC
random2 990 35 [ 12210 13 | 299.8] 13 | 2.486

MOGAC"”, Oh & Ha", and SHaPES". Table 1
shows the performance of improved QEA with
MOGAC’s very large random task graphs[m. It is
worth to note that improved QEA finds the best
known results faster than other heuristics even
though it is an evolutionary algorithm, which can be
flexibly extended to combine various other features.

Simulated annealing (SA™ is a  generic
probabilistic = meta-algorithm  for the  global
optimization problem, namely locating a good

approximation to the global optimum of a given
function in a large search space. The name and
inspiration come from annealing in metallurgy, a
technique involving heating and controlled cooling of
a matenial to increase the size of its crystals and
reduce their defects. The heat causes the atoms to
become unstuck from their initial positions and
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Fig. 10. QEA vs. SA with H264 decoder for multiple
bus architecture.
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Fig. 11. The comparison results for
optimization.

multiobjective

wander randomly through states of higher energy;
the slow cooling gives them more chances of finding
configurations with lower internal energy than the
initial one. SA is stow but finds a good solution. We
have also compared the improved QEA with SA
using H.264 encoder example in the multiple bus
architecture. Figure 10 shows the comparison results.
As shown in the figure, the improved QEA finds the
same solution as SA but faster than SA.

Next, we show the results comparing our
multiobjective QEA  with
evolutionary algorithms. Figure 11 shows the results

other multiobjective

for the knapsack problem using I+(AR) (epsilon
indicator) which gives the minimum distance between
two Pareto set approximations[m. In Figure 11,
IBQEA is our multiobjective QEA. For each
algorithm, 30 runs with different random seeds have
been carried out. Here, for the quality measure we
use box plots. A box plot consists of a box
summarizing 50% of the data. A thick line within the
box encodes the median. Smaller indicator value
means better quality. From the results, we see that
our algorithm is better than any other algorithms.

Through these experimental results, we can know
the effectiveness of the modified QEA. Therefore, it
enables fast and efficient design space exploration by
finding good solutions quickly.

3. Design Space Exploration with H.264
decoder

Figure 12 shows an example of the profiles for
H264 decoder. In this example, we assume the
profiles are given by designer. In the table, the
information of HW IPs comes from"”. Given the
table, we show the process for exploring design
space using our mapping algorithm. Figure 12 also
shows the mapping results of H.264 decoder. First,
when we perform the mapping algorithm to maximize
the performance of the system, we find a mapping
solution that 2 actors are mapped to 1 GPP and
others are mapped to HWs. On the other hand, when
we perform the algorithm for
optimization, we find Pareto approximation set like

multiobjective

the graph shown in Figure 12. Then, we can select
the best solution which satisfies given performance
constraint and minimizes area.

VI. Conclusions

In this paper, we propose a new method that
automatically generates a hierarchical SDF model
from a process network model to enable static
analysis of the system. And we propose a mapping
system to support single objective and multiobjective
optimization as well. The mapping algorithm supports
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Area All SW Maximize performance
Delay (ns) (K gates)
L Mapping 1GPP 1 GPP (2 actors), 10 HWs
SW Profile HW IP
(200MHz) (50MH2) HW IP QCIF frames/sec. 1.3 46.3
ControlMb 590,530 N Gate number 150 K 170 K (HWs) + 150 K (GPP)
VLD 63,875,673 | 879,120 4.7 Mapping results
Deblock | 610,214,445 | 995940 | 76.4 :
Chromaldct 5,716 180 7.9 Gate
Lumaldet 2,982 100 8.0 ""('I"(')’"
Chromalntra 40,760 720 12.3
Lumalntra 2,982 80 12.3 i
ChromaMC 106,295 9,740 23.8 ° " = 3 “° &
frames/sec.
LumaMC 4,008 400 23.86
Best solution within constraints
CollectChroma 994 160 1.0
Mapping
CollectLuma 1,864 280 1.0 QCIF frames/sec.
WritePic 196,843 Gate number

% 12 H264 decoderel Z2ml 4 MH 37 €4 ZHaf

Fig.

not only single bus architecture but also multiple bus
architecture with a bus matrix. Our automated flow
makes designers verify the system fast, thus reduces
overall design time.

Currently, our mapping algorithm supports two
kinds of architectures. However, in order to find more
efficient solutions and increase the applicability, we
must be able to support other system architecture
with various design constraints such as the number
of memories, many types of buses, and many
communication structures. We are trying to extend
features. And

scheduling overhead can be large with the increase in

our method considering those
the size of the problem. We are going to develop a
scheduling algorithm

scheduling and maximizing the performance of the

considering pipelining in

system.
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