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A Dependability Analysis of the Group Management Protocol for Intrusion

Tolerance of Essential Service

Hyung-Jong Kim - Tai-Jin Lee

ABSTRACT

IT (Intrusion Tolerant) technology is for guaranteeing the availability of service for certain amount time against
the attacks which couldn't be prevented by the currently deployed information security countermeasures. IT (Intrusion
Tolerant) technology mainly makes use of the replication of service and system for enhancing availability, and
voting scheme and GMP (Group Management Protocol) are used for the correctness of service. This paper presents
a scheme to analyze dependability of IT (Intrusion Tolerant) technology through probabilistic and simulation method.
Using suggested analysis scheme, we can analyze the robustness and make a sensible trade-offs in of IT (Intrusion
Tolerant) technology.
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1. Introduction

In the security research area, the survivability related
work is urgently required to preserve the continuity of
essential services such as DNS, DHCP and so on. One
of those works is the ITS (Intrusion Tolerant System)
which enables client users to access the service though
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severe attack is occurred. One of the fundamental
component of ITS is the group manager. It performs
voting, leader selection, configuration and management.
In many related projects, the performance of group
management has been analyzed and simulated but the
dependability hasn’t been anatyzed.

In our work, we analyze the dependability of the
group management theoretically and validate the result
using simulation. Especially, the method of analyzing
dependability is applicable to the systems which are
composed of the untrusting nodes. Through simulation
result, we have a good reference to setup the security
management policy in our ITS because we are able to
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figure out the relation between the cost and
dependability.

In this paper, we introduce the group management
scheme in ITS and analyze its dependability
theoretically. At the second section, we show the
projects related to the intrusion tolerant technology,
their aims and properties. The third section shows
analyzing method theoretically about the majority
voting and corrupt member detection dependability.
The fourth section shows the dependability of the
group management and validates it according to the
several factors. The fifth section presents the
dependability matrix and conclusions.

2. Related Work

Among the ITS related work, MAFTIA[1,2] is
representative research project which is conducted by
EU’s IST. MAFTIA’s principle about the intrusion is
that all intrusion cannot be protected and some of them
should be allowed to be in a system, and system must
prepare something about those attacks. Based on this
principle, middleware-like ITS framework which
contains five main modules is suggested. The five
main components are intrusion detection module, group
communication protocol, encryption module, data
fragmentation/scattering, and user access control.

The OASIS project[3,4,6,7,8] that is conducted by
DARPA proceeds 12 research projects which are
categorized four research topics such as server
architecture, application program, middleware, network
fundamental technology. There are main concepts of
the 12 project in OASIS should consider as principles
in their project. First, the diversity of application and
OS platform enhances the availability of the service
and system because usually the intrusions exploit
vulnerabilities that exist in a specific system platform.
Second, the system and service should be redundant
and if there is intrusion or fault that causes problem in
system or service, the redundant system or service do
the work of main system and service during the

restoring time. Third, there are some mechanisms to
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guarantee the integrity and availability of services, and
those mechanisms cooperate with the security mechan-
isms such as intrusion prevention and detection. To
enhance the availability, load-balancing facility is
applied and to enhance the integrity of service, voting
mechanism, service member isolation and restoration
are used. The Fourth there are monitoring facility that
used to see the abnormal status of services and
systems. In the tolerant system, as the monitoring is
done after the prevention and detection mechanism is
applied, the monitoring factor selection is should be
specialized.

3. Dependability Analysis with the
theoretical method

3.1 Background
Intrusion tolerance technology should consider the

two main aspects such as of FT (Fault Tolerance) and
security. As for fault tolerance technology, redundancy,
diversity, dynamic reconfiguration and voting should
be considered. Also, to assure the availability and
correctness, those FT technologies are used in group
manager in FT technology. As for the security
technology, the intrusion detection and prevention are
accepted as core functions. In this paper, we are
supposed to analyze the dependability of the group
management, because its dependability is related to that
of the intrusion tolerant technology.

Group management technology is composed of
corrupt detector, leader selector, voter, group informa-
tion manager. The corrupt detector looks for the
corrupt members in the group and leader selector
assorts the leader, where the leader is corrupted or
should be changed manually. The voter selects the
adequate service response from the ones received from
all members, and group information manager performs
adding or deleting of members in the group. These
components are very important in group management.
Since they are triggered by the corrupt detector, if the
corrupt detection does not operate correctly, the other
components cannot perform their own functions well.
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So it is important to analyze the dependability of the
corrupt detection.

There are several corrupt detection mechanisms, but
they can be simplified as essential common steps as
shown in below.

1) The leader multicasts the heartbeat to all the other
members of the group periodically. Heartbeat
simply means the message to check its
availability, and demands the member’s resource
states or the response.

2) Each member sends the adequate response to the
leader according to the leader’s heartbeat. Since
each member also cannot trust the leader, they
examine the leader’s state periodically.

3) The leader collects all the responses and
determines whether the members of the group are
corrupted or not. If the leader detects the corrupt
member, it can trigger the group information
manager to delete corrupted member from the
group or analyze the corrupted member in detail
or alarm to the SSO (Site Security Officier).

To analyze the dependability of the corrupt detection
mechanism, we extract the following parameters.

n : the number of members belong to the group

m : the number that the group can regard the group
decision as correct response.

p : the probability that the member is corrupted.

r : the probability that the member can detect the
corrupted member correctly.

s : the probability that the member regards the
correct member as the corrupt member.

In this section, we analyze majority voting and the
dependability of the corrupt detection in the group
management conceptually.

3.2 Analysis of the Majority Voting
In the intrusion tolerant system, there are many

replicated members and we have to manage these

members to accomplish the required functionality. In
order to extract the correct decision from the responses
of the members for the client’s request and manage
these members, we basically need to have voting and
group management mechanisms. Voting has the various
mechanisms and in this paper we deal with the
majority voting, which means that we regard the major
responses as the correct result.

- Definition

corrupt : the state that the member cannot extract
the right response from the client’s request

correct : the state that the member can extract the
right response from the client’s request

P(condition, result, number)

Condition (Correct or Incorrect) : whether the ori-
ginally correct response matches the res-
ponse from voter or not

Result (Select or Not Select) : whether the voter can
extract the result or not

Number : the number that the group can regard the

group decision as correct response. In

other words, if the number of the same
response is bigger than this number the
response is selected by voter.

Although voter can extract more dependable result
than single member’s service, it does not mean the
correct result. Now we analyze the dependability of the
voting. We can think of three cases.

- P(Correct, Select, m) : the probability that the
number of the correct members is higher or equal
than m. It means that voter extracts the correct
result and originally correct.

P(Incorrect, Select, m) : the probability that the

number of the corrupt members is higher or equal

than m. It means that voter extracts the correct
result but originally not correct.

- P(Incorrect, Not Select, m) : the probability that
the number of all the members which have the

same responses is smaller than m. It means that
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voter cannot extract the correct result

- property

P(Correct, Select, m) + P(Incorrect, Select, m) +
P(Incorrect, Not Select) = 1

P(Correct, Select, m) + P(Incorrect, Select, m) : The
probability that voter regards as the correct result.

P(Incorrect, Not Select, m) : It means that voter
cannot extract the result. Since we know that the
voter cannot extract the result, we can trigger server

events and react in many ways.

The problem happens that when the voter regards it
as the correct result but originally not correct. We
define it as Voting Failure Rate. P(Incorrect, Select, m)
means Voting Failure Rate. So we will calculate it.

¢ Calculation
in case of the number of the correct members >= m,

=Y, C—p)pF

k=m

P(Correct, Select,m)

Before we calculate the P(Incorrect, Select, m), we
define the term c. The corrupt members may get the
arbitrary responses and some of them get the same
responses. If the number of the same corrupt responses
is higher or equal than m, the voter regards the wrong
responses as the correct one. The portion of the largest
group which respond corruptly is defined as ¢, and we
can calculate the P(Incorrect, Select, m) using c.

- Definition

pk(Ecorrect, Select,m)

In case that the number of the corrupt members is
k, it means the probability that the voter extracts wrong

responses.

P, (Ecorrect, Select,m)

=nCn1pp><EC )" k)

P(Ecorrect, Select,m) = E P, (&correct, Select,m)

k=m

Therefore,
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P(Ecorrect, Select,m.)
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=m s$=m

P(Incorrect, Not Select, m) = 1 - P(Correct, Select,
m) - P(Incorrect, Select, m)
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figure 1, Dependability Graph according to m

If m increases, the probability of the correct result

" increases, and if m decreases, the probability of the

correct result decreases. However, if m is more than
10, voting rule is so strict that the probability of the
correct voting decreases, and the probability which
voter cannot extract the correct result increases.
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figure 2, Replicated members vs single member

The dependability of the single member is 0.9, if we
use the voting through the replicated members, we
must ensure dependability higher than that of the single
member. According to the graph, in case of ¢c=0.1 and
m=4, the dependability is up to 0.99. However if ¢ is
up to 0.5, the dependability using the voting is very
low and useless. The ¢ means the measurement whether
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the member is corrupted or not when the same attacks
occur in the same time. Through this graph, we can
determine clearly whether the voting can enhance the
dependability or not for the particular system.

3.3 Analysis of the Member Detection
As we mentioned previously, each group member

sees if the other members are corrupted periodically.
Now we analyze the dependability of the corrupt
member detection more theoretically.

4 Member Detection by each member

- Definition
D, up - the probability that the arbitrary member A

regards the arbitrary member B as the corrupt
member

D : the probability that the arbitrary member A

corred
regards the arbitrary member B as the correct
member

When a member detects the state of the other
member, there are several cases.

Table 1. Member Detection by each member

Real state of the detected member

Correct Corrupt
Correct decision |Corrupt decision
(D4 (D1)
[Correct Result] |[Correct Result]
Correct
Real state - Correct
of the C"m‘%gfc‘s“’“ decision(D2)
(:Ielt;;%grg [Incorrect Result] [Ilgg(s)ﬁf]m
Correct decision Correcﬁ)%c)ecision
Corrupt (Do) [In(corr ct
[Correct Result] Resul?]
Probability of the D1 : (1 -p)pr
Probability of the D2 : (1 - p) p (1 -1)
Probability of the D3 : (1 -p) (1 - p) s
Probability of the D4 : (1 - p) (1 - p) (1 -s)
Probability of the D6 : p (1 - p)

Probability of the DS : p p

= D1 + D3
=D2 + D4 + D6 + D8

corrupt

D

correct

when member A regards member B as corrupt, the
yul

corrupt

probability of the correct decision =

when member A regards member B as corrupt, the

probability of the incorrect decision =

corrupt
when member A regards member B as correct, the

D
probability of the correct decision = it IE

corrupt
when member A regards member B as correct, the

m+1I8
D

corrupt

probability of the correct decision =

4 Group Member Detection by all members in
group
When n-1 members detect the state of the arbitrary
member A, there are four cases.

Table 2. Member Detection by whole group

Detection Result of the member A

Corrupt
Correct
(greattﬁi;no;l)e qual (less than m)
(P1) member A |(P2) Member A
Real state Corrupt Corrupt Corrupt
of the
member A (P3) member A [(P4) member A
Correct Correct Correct
Pl +P2+P3+P4=1
n—1 X
_ -1-k
P]' +‘F3 - Z n—leDaorrupt Dcarre(in !

k=m
So if we calculate P1, we can calculate the other
probabilities.

- Definition

P(t) : the probability that t members regard the
corrupted member as the corrupt

P(t, m) : in P(t), the probability that the number of
the correct detection members is greater or
equal than m

p(t):nflthD tp n—1—k

corrupt correct
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P(t, m) = 0
where, 0 <=i<m, n-lt <m-1i
: Do, D3 .,
Pltm) = 35,C(5——) (5——)"
i=0 corrupt corTupt
n—1—t
R+ID8.. Di+ 1% ;
( n—1-1C( ) A
j=§—i e Doorred Doorreat
where, 0 <= i <m, n-1-t > m- i
: Do, D3 ..
Pltm) =33, G(5——) (5"
i=0 corrupt prrupt

where, m < i

P= Tijl P(t)P(t,m)

Using above expression, we can calculate P1, P2,
P3 and P4.

4. Simulation—based Dependability
Analysis

In the previous chapter, we present the theoretical
analysis for dependability of group management
scheme. From now on, we will validate the method
using data in intrusion tolerance.

4.1 Simutation Overview
When we see one corrupt member detection as one
unit, one unit means
- Group can extract the detection result about the
states of all the members
- One unit performs n  n-1 detection times
- Before one unit starts, corrupted members exist
arbitrary in the probability of p and after one unit,
we can extract detection result.
- So we can extract the dependability from one unit.

- Each unit is independent

| 64 IENEEMISEGIESON

Detection of each member can be classified as four

Cases

Table 3. Member Detection by each Member

Real state .
e | Dotsion el | g
member A
Correct Detection
Corrupt for a corrupt
member (S1)
Corrupt
Incorrect Detection
Correct for a corrupt
member (S2)
Incorrect Detection
Corrupt for a correct
member (S3)
Correct
Correct Detection
Correct for a correct
member (S4)

When arbitrary member A detects arbitrary member
B, member A decides one of the four cases. This shows
that arbitrary one member detects arbitrary one
member. Since n-1 members detect the arbitrary
member, we need to extract the result by all member

of group.
Table 4. Member Detection by whole group
Real state Ir):stfl(t:ugn
of the cach Y number meaning
member A
member
nl if nl>= m,
Corrupt (number of SI) correct detect
Corrupt @n
Correct n2 if n2>= m, false
(number of S2)| negative (G2)
Corrupt n3 if n3>= m, false
P (number of S3)} positive (G3)
Correct
Correct n4 if n4>= m,
(number of S4)|correct detect(G4)

For the arbitrary member, n-1 members get the result
among S1, S2, S3, $4. If the number of each nl~n4 is
greater or equal than m, we regards it as the group
decision. Additionally, if member A is corrupt, group
decision is G1 or G2 and if member A is correct, group
decision is G3 or G4. If group extracts G1, G2 or G3,
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G4, we decide those as G2, G3 respectively, because it
is not correct detection.

This procedure applies to arbitrary member A. Since
all the members need to extract the detection result, we
repeat it n times. So G1 + G2 + G3 + G4 = n and Gl,
G4 means the number of the correct detection. G2
means the number of the false negative detection and
G3 means the number of the false positive detection.
Since this number is proportional to the n, we can
represent the dependability as below.

The probability of the false negative detection : %

The probability of the false positive detection : %
The probability of the correct detection : G+

We repeat the unit 1000 times according to each
situation and extract the simulation result. In the next
section, we will show the result.

4.2 Dependability Analysis of the Member
Detection with Tolerance Respect
In the particular intrusion tolerant system, p is the
fixed value and n, m can be changeable according to
the security policy. m means the standard which
extracts the group decision. As m changes, false
negative detection and false positive detection rates are
changeable sensitively. So it is important to find a
adequate m.

- Dependability Analysis as a function of m

Table 5. Detection Error according to m

m False positive False negative
detection rate detection rate
3 15.033333% 0.000000%
4 3.700000% 0.000000%
5 0.625000% 0.008333%
6 0.066667% 0.191667%
7 0.000000% 0.783333%
8 0.000000% 2.625000%
9 0.000000% 5.800000%
10 0.000000% 11.383333%

18.0%

14.0% \

12.0%

10.0% \ /

3.0% ——false positive rate
' \ / —=— false negative rate
6,0%
4.0%
\ o
2.0% .

0.0%

figure 3. Detection Error according to m

As m increases, false positive detection rate
decreases and false negative detection rate increases.
Because false negative detection means that the group
allows the corrupt member, false negative detection
rate must be 0 or very low. However, false positive
detection generates only some overhead. That is, false
positive detection is not directly related to the
dependability. According to the two requirements, the

. n
most adequate m is 4. In other words, m means 3

considering the proportion between n and m.

- Dependability Analysis as the function of p

Table 6. Detection Error according to p

p False positive rate | False negative rate
0.0001 9.308333% 0.000000%
0.001 9.150000% 0.000000%
0.01 9.575000% 0.000000%

0.05 7.791667% 0.000000%

0.1 6.533333% 0.000000%

0.2 3.300000% 0.000000%

03 1.916667% 0.008333%

04 _ 1.100000% 0.425000%

As p increases, false positive detection rate decreases
and false negative detection rate increases. And as p
approaches to 0, false positive detection goes to s. As
you see, false positive detection rate and false negative
detection rate cannot be changed by p to some extent.
So p is not the critical factor to analyze the
dependability of the group management.
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4.3 Dependability Analysis of the Member
Detection with Security Respect
In the previous section, we analyze the dependability

about majority standard m, corrupt rate p. Since it is
based on corrupt member detection, the dependability
from n, m is very changeable according to various
detection mechanisms. So we analyze the dependability
for various detection mechanisms.

- Dependability Analysis as a function of t

Table 7. Detection Error according to r

FP FN FP FN FP FN
@=01) | @=0.1) | ©02) | =02 | (=03 | (=03

0.5 |5.925000% | 0.216667% | 3.116667% | 0.958333% | 2.091667% | 3.008333%

0.6 |5.958333% | 0.016667% | 3.175000% | 0.383333% | 2.208333% | 1.475000%

0.7 {6.075000% | 0.000000% | 3.433333% | 0.125000% | 2.258333% | 0.483333%

0.8 |5.800000% | 0.000000% | 3.450000% | 0.016667% | 2.041667% | 0.166667%

0.9 [5.641667% {0.000000% |3.483333% [0.008333% {1.900000% |0.041667%

False positive detection rate : FP
False negative detection rate : FN

7.0%

6.0% L e

5.0%

4.0% —o—FP{p=0.1)
W —a— FP(p=0.2)
FP{p=0.3)

2.0% -

3.0%

1.0%

0.0%
05 08 2.7 08 09

figure 4. false positive rate according to r

3.5%

3.0%

25%

2.0% —a— FN(p=0.1)
—a—FN(p=0.2)

1.5% FN(p=0.3)

1.0%
0.5% \

0.0%
0.5 0.6 0.7 0.8 0.9

figure S. false negative rate according to s
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As r increases, false positive detection rate does not
change and false negative detection rate decreases
gradually. Since false positive detection rate has
nothing to do with r and generates only overhead.
However, as r decreases, false negative detection rate

highly decreases.
- Dependability Analysis as a function of s

Table 8. Detection Error according to s

s | FP =0.1) | FN (=0.1) | FP (p=02) | FN (p=02)
0.1 | 6133333% | 0.000000% | 3.783333% | 0.000000%
02 | 26925000% | 0.000000% | 17.566667% | 0.000000%
03 | 52.450000% | 0.000000% | 37.683333% | 0.000000%
0.4 | 73.116667% | 0.000000% | 56.833333% | 0.000000%
0.5 | 82.741667% | 0.000000% | 68.283333% | 0.000000%

False positive detection rate : FP
False negative detection rate : FN

900% -
800%
700%
600%
500% —+—FP(p=01).
400% ~B—FP{p=02)’
300%
200%
100%
00% -

-

01 02 03 04 05
figure 6. false positive rate according to s

As s increases, false positive detection rate highly
increases and false negative detection rate does not
change. Based on these simulation results, we can get
the following result. As r increases and s decreases, the
dependability in the group management increases. r and
s are not independent though. They are fixed variables
according to choose particular detection mechanism
and generally if r increases, s also increases and if r
decreases, s also decreases.

We can think various detection mechanisms which
are applicable to the intrusion tolerant system and each
detection mechanism has its own r and s. If some
detection mechanisms have good performances, perhaps
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their r variables are relatively low and s variables are
dependabitity
requirements are different according to the particular

relatively  high.  However  the
system. For example, in case of p=0.1, the most
adequate r of the detection mechanism is 0.6. In case
of p=0.2, r=0.7. In case of p=0.3, r=0.8. Therefore we
can choose the detection mechanism which is very
efficient considering the dependability and performance
in the particular system.

5. Dependability Matrix for Intrusion
Tolerant System

In this paper, we are analyzing the dependability
according to n, m, p, 1, s which are essential factors in
the group management for intrusion tolerance. We
mentioned that we can choose the policy that is making
use of the most adequate mechanism for the particular
system. Using our experiment result, we generate the
following matrix.

Table 9. Dependability Matrix

False False
n m P . Positiye Negati've
Detection | Detection

rate rate

oy
.

3 0.1 09 | 01 15.03% 0.00%

07 | 01 [ 1595% | 0.00%

0.8 0.1 5.80% 0.00%,

0.1 6.53% 0.00%

0.1 02 | 26.92% 0.00%

09 | 03 | 5245% 0.00%

04 | 73.11% 0.00%

4 0.5 | 82.74% 0.00%

i 0.7 | 0.1 3.43% 0.00%
0.8 0.1 3.45% 0.00%

0.1 3.70% 0.00%

0.2 0.2 17.56% 0.00%

09 | 03 | 37.68% 0.00%

04 | 56.83% 0.00%

0.5 | 63.20% 0.00%

5 02 | 09 | 01 0.62% 0.00%

0.06% | 0.19%

From our system, we can investigate the corrupt rate
p, and also extract 1, s respectively for each detection
mechanism. Through this matrix we can choose the
most adequate m and the best detection mechanism.

6. Conclusion

The contributions of this work are as follows. First,
we could extract the dependability in the intrusion
tolerant system which is composed of replicated
members. So we can have the reasonable data for
intrusion tolerant technology about critical.services like
DNS and DHCP services, and anticipate its effects
using that matrix. Second, we show a good reference
for setting up the adequate policy using the relation
between the cost and dependability that we introduce in
previous analysis. Third, we suggest the method to
analyze the dependability about the systems which
consist of the untrusting nodes.

As a future work, we are considering the analysis of
relation between the dependability and the service
response time. Through the future work, we can
analyze the cost and its effectiveness completely for the
essential service before we deploy the intrusion tolerant
technology in our service providing network.
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