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A Web-Based Domain Ontology Construction Modelling
and Application in the Wetland Domain

Jun Xing*, Min Han"

ABSTRACT

Methodology of ontology building based on Web resources will not only reduce significantly the ontology
construction period, but also enhance the quality of the ontology. Remarkable progress has been achieved
in this regard, but they encounter similar difficulties, such as the Web -data extraction and knowledge
acquisition. This paper researches on the characteristics of ontology construction data, including dynamics,
largeness, variation and openness and other features, and the fundamental issue of ontology construction
- formalized representation method. Then, the key technologies used in and the difficulties with ontology
construction are summarized. A software Model-OntoMaker (Ontology Maker) is designed. The model
is innovative in two regards: (1) the improvement of generality: the meta learning machine will dynamically
pick appropriate ontology learning methodologies for data of different domains, thus optimizing the results;
(2) the merged processing of- (semi-) structural and non-structural data. In addition, as known to all
wetland researchers, information sharing is vital to wetland exploitation and protection, while wetland
ontology construction is the basic task for information sharing. OntoMaker constructs the wetland
ontologies, and the model in this work can also be referred to other environmental domains.
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1. INTRODUCTION

Ontology describes knowledge in a formalized
language that can be understood by machines, and
aims to ultimately remove the communication bar—
rier of information and knowledge between human
and machine, between machines themselves.
Hence, it is widely applied in every field that in—

volves the communication of information and’

knowledge. The typical cases range from Medicine,
Electronic Commerce, Real Estate, Financial
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Accounting, Manufacturing, to Environment. In
environmental domains, Pruvis [1] applied ontology
in the NZDIS project; Ceccaroni and Cortés [2]
adopts ontology to build an EDSS system. Within
the environmental domains, wetland protection has
always been much emphasized; Zacharias [3] at-
tempts to protect wetland by means of GIS, RS,
etc. Can ontological technologies be also applied to
protect wetlands? The answer is a definite yes.

The goal of this work is to automatically acquire
the domain terminology and the mutual relation
from Web documents, and then to construct ontol-
ogy based on the obtained concepts and their
relations. To solve the difficulties involved in the
automated ontology construction methods, a
Web-based domain ontology automated con-
struction model is designed - OntoMaker. This
model fully explores the enormous information on
WWW network sources, and applies automated
(also semi—automated) data mining technologies in
the construction of ontology. This methodology
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has its unique features; therefore, it should not
simply reproduce the normal ontology construction
methods, or it merely apply the data mining
technologies. To solve this issue, the further re—
search on the web data characteristics and the for-
mats presentation methods of ontology is firstly
carried out. Concerning the Web-based ontology
automated construction, after the exploration of
large volume of documents, we systematically sort
and conclude the data source features, ontology
form presentation, the research status and their re—
search core issues. The specific contributions of
this work include:

(1) The improvement of - generality. Meta
Learning Machine mechanism is adopted to dy-
namically cite different ontology learning methods
in different domain data. The results can reach
optimum.

(2) The combined processing of structural,
semi-structural and non-structural data. Via the
structural (also semi-) data analysis over the web
pages, the linkage structure of the web pages is
firstly recorded, and then they are treated as nor—
mal text. This approach preserves the consistency
of data processing and also avoids the loss of use—
ful information in the data.

(3) Wetland, the third natural resources on earth,
titled as “the kidney of the earth”, has received
worldwide attention. As researchers in wetland, we
have carried out substantive works on the wetland
protection and exploration [4,5]. To use and protect
wetland, the information sharing is a vital ground-
work in the construction of wetland ontology. We
have attempted to manually construct wetland do-
main ontology and achieved the basic stages of the
project. Now we try to explore the automation of
ontology building with the development of soft-
ware, which is named OntoMaker. The model can
not only be applied in wetland protection, but also
be used in other projects in environmental domains.

The organization of this work follows the logic
flow of what to learn, where to learn and how it

may be learnt. Section 2 focuses on ontology and
data source, mainly concerning the issues of input
and output, that is, what to learn and where to learn
it. Section 3 depicts the architecture of OntoMaker
and its core technologies. Section 4 presents the
application of OntoMaker in the domain of wetland.
Section 5 gives the conclusions.

2. DATA ONTOLOGY AND DATA SOURCE

To successfully solve the learning task of ontol-
ogy, it must be determined what to learn, where
to learn and how to learn. This section addresses
the two former issues firstly.

2.1 Ontology

The ultimate goal of learning is to construct
ontology. The major work includes identifying
what is ontology, what components ontology cov-
er, and how ontology can be understood by
computers. Neches et al. [6] were the first to give
the definition of ontology. The later definition by
Studer [7] was the most widely accepted in the
field of artificial intelligence; Perez [8] on the
ground of Studer’s definition, concluded the five
basic modeling meta language for depicting ontol-
ogy: classes & concepts, relation, functions, axi—

oms, instances.

2.2 Web Data Sources

Among diverse media, the Internet has the larg-
est stock of information. As indicated by the num-
ber searched by google search engine, Web has
over 8 billion web pages of information distribution
space. It is also the most frequently updated in-
formation source, nearly synchronized with real
world understanding development. It truly mirrors
the reality via text (including multimedia). The es—
sence of ontology is to depict the real world. Its
representation gives the reflection of objective re-
ality, independent of the language, thus the best
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reflection of the objective real world. This matches
the information provided by the Internet perfectly.
Hence, it is the best choice as the information
source for automated ontology construction.

3. ONTOMAKER MODEL AND THE
CORE TECHNOLOGIES

Based on the above analysis, the Structure de-
sign of OntoMaker is shown in Fig. 1. It includes:

e preliminary Ontology Building: the prelimi-
nary ontology is structured by experts in the
domain. Its function includes: (I) providing the
searching key words for the search engine; (II)
serving as the basis for objective ontology ex-
pansion; (III) serving as the reference standards for
classification and clustering.

e Data Source Collecting: to download related
web pages from Internet, based on the domain ex-
pert advised elementary ontology. Two methods
can be applied. (I) using Crawler technologies to
download web pages; (I) using the API developer
package from Google to search for related sites,
and downloading user selected pages. OntoMaker
adopts the latter approach.

e Data Pre-processing: to transform the for-
malized presentation of the downloaded web data
sets, allowing computers to participate in the
processing. This covers two aspects: merger and
two times dimension reducing. It is assured then
that the processed data would keep the integrity
of the information and the minimized information
loss.

e Meta Learning Machine: to make the soft—
ware generally applicable, the classification and
clustering algorithm must bear the nature of dy-
namic flexibility for various data sets. This part
is difficult and crucial.

o Web Page Classification: with reference to
the classification algorithm selected by the meta
learning machine and the conceptual standards in

the elementary ontology, the task of web page
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Fig. 1. Architecture of the OntoMaker.

classification can be implemented.

o Web Page Clustering: with reference to the
clustering algorithm selected by the meta learning
machine, the classified data sets are re—classified.
As the preliminary ontology does not involve rela-
tions, this process is a clustering process.

¢ Concept and Instance Extraction: to calculate
the feature value of each clustering as the labeled
concepts; thereafter, to determining concepts with
mutual information methodology; to recognize the
knots of leaves as instances via Wordnet.

We will illustrate below the key part of the mod-
el: meta learning machine.

To guarantee the software generally applicable,
the selection of classification and clustering algo-
rithms must be dynamically flexible when proc-
essing various data sets. This part is crucial and
challenging. OntoMaker offers a learning machine
that can find the most suitable classification and
clustering algorithms. OntoMaker firstly calculates
the data features of the data sets, and then takes
into account the data features and quality require-
ments, finally via a case-based learning method -
k-NN algorithm to select the optimal algorithm.
The reason for why select k-NN algorithm is that,
in practice, the relative performance of the learning
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machine when processing different training data
cannot be easily captured, especially when the data
are gradually enlarged. Other methods fall short in
solving this problem. K-NN algorithm solves this
problem well. In this work, measurement based on
statistics and information theory is applied to mod-
el the features of the data sets; the concrete defi-
nition can be referred to reference [9]. The data
features set in this work includes:

DCT: the total number of data records, denoting
the extension potential of the algorithms;

D(CZ: the ratio of numeric attributes to all attrib-
utes, denoting the processing capacity of algo-
rithms for various numeric attributes and text at-
tributer;

DC3: the ratio of missing data, denoting the
processing capacity of algorithms for missing data;

DC4: the ratio of partially described data. The
partial description of data is a phenomenon that
captures recent attentions as one of the new cases
of data loss. This ratio denotes the processing ca-
pacity of algorithms for partially described data
brought by incomplete semantics;

D(5: the ratio of abnormally distributed attrib—
utes to all attributes, denoting processing capacity
of algorithms for abnormally distributed data;

D(6: the entropy distribution of the values, de-
noting the complexity level of the problems;

DC7: the average mutual information of values
and attributes, measuring the level of meaningful
information contained in text attributes;

The flow chart is shown in Fig. 2: The existing
meta leaning machine can only cope with single
quality factor (usually as the degree of certainty).
Pavel [9] discussed the case of two quality factors
(degree of certainty and time), but the processing
is too complicated. OntoMaker applies k-NN algo—
rithm to perform the learning. The meta learning
issue can describe the following: given a stock of
algorithms and a set of data F, whose feature vec—
tor is DCT =(DC{,DCY,...DC) | assuming the quality
requirements set by the users are in the vector
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Fig. 2. Meta learning machine structure.

OFF =(OF" ,0F] ....0Fs) | quality factor weight vector

10
0=
as W=WeWE, . WS, o<wl<l, ZW LI the

user has no specific requirements for the quality
factors OF or they only give some constraints, then
W2 =0; the distance between data set F and F '
|Dcf‘ - DC,F"

Dis'(F’F')=;max(Dc')_min(Dc’). The goal of the

is
meta learning is to find k units of record R in the
algorithm performance knowledge stock, where
data set is Fr, and quality vector is QFF;, meeting
users’ quality requirements, while minimizing
average DistF.FR) and [w-(0F" -0r7Ry|, T denoting
the transformation of the matrix. Firstly, we merge
the quality vector and the data set features vector
into a new vector, then we applies k-NN algorithm
for overall decision-making. The merged distance

function is:

Dist(F,RR) = - Dist(F, F Ry+(~)-J -(QF" ~QF™Y|
@

Here in, # denotes the ratio of data set similarity
to quality similarity in the whole decision-making.
Two situations might happen: (1) data features are
similar, but the quality does not meet the require-
ments; (2) the data set feature vary greatly but the
quality meets the requirements well. The setting
of # value can decide to give priority to (1) or (2).
The above process offers a satisfied solution for
selecting algorithms for the meta learning machine.
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4. THE CONSTRUCTION OF WETLAND
PROTECTION ONTOLOGY BY ONTO-
AKER

4.1 Preliminary Wetland Protection Ontology
Building

As shown in Fig. 3, the construction of a wet-
land preliminary ontology should incorporate wet-
land types, wetland resources, wetland destruction
factors, wetland protection measures, and zoology
character change, and other concepts.

4.2 Data Source Collection

Referring to the keywords provided by the wet-
land preliminary ontology, related web pages are
downloaded from the Internet. Due to the size of
paper page, we experiment with a medium pool of
pages. Fig. 4 shows a sample of 100 related web-
sites, and the downloaded 3,000 web pages.
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Fig. 3. Preliminary wetland protection ontology.
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4.3 Ontology Construction

First of all, the data of 3, 000 web pages from
over 100 sites are pre-processed, and a 300-di-
mension vector space matrix is obtained. Then, the
meta learning machine performs the filtering and
selection; classification 1s performed by the algo-
rithm of Navie-Bayes and clustering is performed
by the algorithm of K-means. Finally, the feature
values of the clustering results are extracted by
the methodology of mutual information, that is, the
extraction of concepts. The results are shown in
Fig. 5.

5. CONCLUSIONS

This work, based on the researches and reported
by current international colleagues, proposes a
Web-based ontology construction model - Onto-
Maker, and demonstrates in detail the related
concepts, technologies, core subjects and method-
ologies. The research on Web-based ontology
construction will exert great influence on the
practical application of ontologies, especially for the
instant realization of next generation WWW web.
The Web-based ontology construction has just
started its germinal stage, and needs further
research. Yet, along with the development of Web
data mining technologies and the standardization
of ontology formalized description, the progress
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Fig. 4. Data source collection.

Fig. 5. Wetland concepts by OntoMaker.
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can be accelerated. We will continue to perfect
OntoMaker system, especially over the problem of
relation extraction. In addition, we will continue to
study on the wetland ontology construction and its
practical use.
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