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(A Study of ATM filter for Resolving the Over Segmentation in Image
Segmentation of Region-based method )
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Abstract

Video Segmentation is an essential part in region-based video coding and any other fields of the video processing.

Among lots of methods proposed so far, the watershed method in which the region growing is performed for the gradient
image can produce well-partitioned regions globally without any influence on local noise and extracts accurate boundaries.
But, it generates a great number of small regions, which we call over segmentation problem. Therefore we proposes that
adaptive trimmed mean filter for resolving the over segmentation of image. Simulation result, we confirm that proposed
ATM filter improves the performance to remove noise and reduces damage for the clear degree of image in case of the

noise ratio of 209 and over.

Keywords :
1. Introduction
Image segmentation algorithm  consists  of
edge-based method based on the discontinuity,

region-based method based on the balance of
luminance and motion-based method based on the
motion vector. The morphological approach among
region based methods is generally applied[l][Z].
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Region based approach is based on the similarity
of pixels and classifies the pixels according to a
it with
Mathematical morphology

criteria of similarity by comparing its

neighborhood pixels. is
used as a tool of signal processing with the object
oriented characteristics of type, size and connectivity.

Image using

morphology consists of 4 steps as follows

mathematical
(3lta)

segmentation

Step 1 simplifies the image, and step 2 extracts
gradient image from image and step 3 detects the
edge of regions with é uniform characteristics by
applying the watershed algorithm. Final step merges
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Fifg. 1. The flowchart of image segmentation using

mathematical morphology.

a similar regions into a region in order to eliminate
the segmented regionsm[S].

The prerequisite of edging of regions is the
process of merging similar regions. But the more the
number of regions merged, the more the time
complexities of the merging process exponentially. In
addition the downsizing of absolute size of each
region is hard to extract the reliable measures for
merging regions. The local minima of the noise in
watershed using gradient image leads to over
segmentation. The tilt of gradient to be segmented is
strongly depended on the exactness of image
segmentation, deciding the efficiency of segmentation.
In this paper the ATM(Adaptive Trimmed Mean)
filter the

segmentation by reducing the noise with the edge of

is proposed which reduces over

regions clear before deciding the gradient tilt.

. The simplification of input image

The simplification at the first stage of image
segmentation is the stage which simplifys the input
image by reducing the noise and the texture in the
image with Kkeeping the edges considered as the
candidates of the edges of regions.

1. Opening—closing filter

Morphological filter consists of the combination of
dilation and erosion which do not deteriorate the
information of edges and simplify it. Dilation and
erosion operations 1s defined as follows where x;
and y, are input and output at N dimension

respectively and b, is flat morphological element

[}
=&

(308)

XN M 44 HSPHAHIZE 43
Wlth size n [5][6][7].

dilation'y; = 6,(z;) = Maz {z,_,, k< b,} 1)

erosion:¥; = €, (¢;) = min {z;,,, kEb,} (2)

The original image is the reference image in
dilation and erosion and opening and closing are the
operations to dilation and erosion with nXn
structuring element.

3)

opening : "{e,(z,), z,}

closing ¢ {5 (z,), ,} 4)

The combination of the above operations leads to
the filter of opening-closing.

OC : Y= ¢(rec) ,y(rec) (5)

The scheme of opening—closing is closing operation
which follows opening operation. This operation has
the shortcuts of time complexities in operation due to
the slow convergence of formula (3) and (4).

2. Median filter

The median filter med(z;) of data
2 (0= 1,0 ,n) is defined as formula (6).
T(y+1) s n=2v+1
med(z;)= 1 —5 (6)
2(9:(1,)+x(v+1)) » v

Here x, is i-th order statistics. One dimensional

median filter is as formula (7) where z=2y+1

yi=med(xi_v,..,xi,-~,Ziv) 1€z

7

Where z is search window.

Formula (7) outputs the average value within 5%x5
window with a fixed window.

The pixels of 3x3 window for the median filter are
sorted ascendingly and the center of sorted pixels are
selected as the value of median filter. The process is
depicted in figure ololeiT),

The gray level of each pixel is expressed as the
center value within the neighbor pixels with the
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Fig. 2. The process of median filtering.

original pixel value. Then this median filter has a
drawback in performance over more than 0.2 in noise
density. Therefore in this paper adaptive trimmed
mean filter is proposed which can reduce the noise
over more than 02 in noise density in order to

overcome its drawback,

II. Proposed adaptive trimmed mean filter

Median filter is the method for selecting the center
value among the sequential values and the process of
dividing the summation of the sequential values by
the number of pixels. The proposed adaptive trimmed
mean filter is based on the probability of filter with
S, window of mXn rectangular, which is the
adaptive version of a-trimmed mean filter.

g(s,t) within S, window considers the uniform
ratio of the big and small parts of gray levels as
g(s,t)
corresponds to the gray level and is described as
formula (8).

outlier to Tnoise and without outlier

f(x:y)z L

mn(l—2d)

2 g(Sat)

(s,t)ES,y

8

Here d is the parameter used to reduce the big and
small parts of gray levels in S, and it has the range
of 0~05. The proposed filter is the method to
minimize the error after the reduction of the big and
small parts of the sequential errors within the
window in the ratio of d. In case of d=0, it works as
arithmetic mean filter in the form of the average of
total values of distance and median filter in case of
d=05.

2
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This adaptive trimmed mean filter algorithm works
as follows;

Stage 1 : Al = 2z .,— 2z,
A2 = chd_ zma.x

AL>0 AND A2 <0, Go to Stage 2

Stage 2
Else increase the window size
If window size <5, repeat stage 1
Else output 2,
Stage 3 * Bl = z,,— 2z,
B2 = 2,,= Zpa
If Bl >0 AND B2 <0, outputz,,
Else output z,,,
Here 2., is a minimum of gray level within
window S, and z,, is a maximum of gray level
within window §,,, which mean the impulse noise.
And z,., is a medium of gray level within window
S,

zY?

S,

max

This adaptive characteristics

and z,, is a gray level of (z,y) coordinate, and
is a maximum of tolerance size.

is depended on
window size according the density of noise. Hence
the clearness of image is maintained more than 0.2 in

noise.

II. Simulation

In this paper the reduction of noise casts adaptive

characteristics on the structure of a-trimmed mean

Lena2| ¥ 4t

a8 3
Fig. 3. Original Lena image.
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(@ 10% (b) 20% (©) 30%

a8 4. salt-and-pepper noise?t 10, 20, 30% ZE&tEl HAl
Fig. 4. Image with 10%, 20%, 30% of salt-and-pepper noise respectively.
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(@ 10% {b) 20%
a3 5 Opening-closing fiters X &3t 2o} At
Fig. 5. The result image by Opening-closing filter.

(@ 10% (b) 20%
3% 6. Medan filter® M8t 2z} d4
Fig. 6. the result image by Median filter.

(@) 10% (b) 20%
I3 7. ATM fiterg M8t Zotdat
Fig. 7. The result image by ATM filter.
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Table 1. MSE and SNR according to each algorithm.
Fevie
ez 10% 20% 30%
Opening | MSE | 283512 | 311652 | 324238
~closing | oNR | 335589 | 33.1474 | 330016
MSE | 251284 | 253424 | 27.7579-
Median
SNR | 34.8284 | 347836 | 345253
Adaptive | MSE | 19.4266 | 19.8867 | 20.2928
trimmed
mean SNR | 352349 | 351110 | 350231

filter. And it is confirmed that the proposed adaptive
trimmed mean filter is efficient more than the
conventional opening-closing filter and median filter
through the simulation of MSE and SNR using
MATLAB.

Figure 3 is lena image and in Figure 4, (a) is
image with salt and pepper noise and (b) and (c) are
image with 20% and 30% noise respectively. Figure 5
is image free of noise using opening-closing filter
and Figure 6 is image free of noise using median
filter. And Figure 7 is image free of noise by
ATM(Adaptive Trimmed Mean) filter.

Table 1 is the analysis of MSE and SNR of
original and result images by opening-closing and
median filter and adaptive trimmed mean filter in
case of 10, 20, 30%
respectively.

salt and pepper noise

IV. Conclusion

Morphological image segmentation decides the edge
of regions with gradient image extracted from a
simplified image. Then the more the number of
regions to be merged the more exponentially the time
complexity to be met in the computation process.

In addition because the absolute size of each region
shrinks, it is hard to induce the reliable measure to
merge the regions. In particular as the noise in image

YHI|dt B O Y EEOA H2e WX E F Adaptive Trimmed Mean ZE{Of 28t 3
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is represented as local minima in the watershed
algorithm which extracts the gradient image.

Therefore the adaptive trimmed mean filter is
proposed in order to reduce this noise. As the noise
density increases within image, the proposed filter is
less 89246~12131 in MSE than opening—closing
filter and 5.7018~7.4651than median filter at Table 1
through the simulation.

It is guaranteed that the proposed established
generally the efficiency of noise reduction and the
maintenance of the cleammess of image. Hence this
approach is less vulnerable to oversegmentation in
morphological gradient operations of image with
noise.
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