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Abstract—This research studies real time interaction
and dynamic data shared through 3D scenes in virtual
network environments. In a distributed virtual environ-
ment of client-server structure, consistency is maintained
by the static information exchange; as jerks occur by
packet delay when updating messages of dynamic data
exchanges are broadcasted disorderly, the network
bottleneck is reduced by predicting the movement path
by using the Dead-reckoning algorithm. In Dead-
reckoning path prediction, the error between the
estimated and the actual static values which is over the
threshold based on the shared object location requires
interpolation and multicasting of the previous location by
the ESPDU of DIS. The shared dynamic data of the 3D
virtual environment is implementation using the VRML .

Index Terms—net-VE, Dead-reckoning, Consistency,
VRTP, Multicast.

L. INTRODUCTION

Net-VE(Network Virtual Environment){1]{2] is a
system that connection the distributed network to the
virtual reality technology and offers 3D space to
cooperate distributed multi-users interaction through
real-time networking. In the Net-VE system, different
technologies become organic within a single system.
Additionally, synchronization resulting from time delay
requires technologies regarding collision check at a
natural reality, consist and resolution.

Consistency at a distributed virtual environment[3] of the
client-server structure is continued by continuous
exchange of static information among distributed clients.
The cycles transfer of static information brings traffic
overhead of network. As the current static transferring
value, does not arrive at the time, without packet delay
time, a tradeoff between the scope setting permitting
errors and broadband for updates is needed during a
cycle interval of the synchronization. There are a space
partition method and a Dead-reckoning method[4] to
minimize the receiving traffic of the dynamic data and
reduce the overall broadband of the virtual space. The
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space partition method classifies the virtual environment
into several small region and reduces the overall message
traffic by limiting the region that transfers the static
message. However, during a cycle interval of the
synchronization, it needs to update static information in
each frame for the real-time rendering and the scope
setting to which limit error is acceptable, which brings
traffic overhead.

When a new client is connecter to a 3D scene of the
network virtual space, it interpolates the prior location
with the Dead-reckoning path prediction algorithm of
DIS(Distributed Interactive Simulation) to continue
consistency and presentation the dynamic data sharing
scene of the 3D virtual space.

II. DYNAMIC DATA SYSTEM OF NET-VE

Although an static information requires an update of
more than 30 frames per second for consistency and
uninterrupted client scene sharing, there originates a
tradeoff by continuing an proper transfer rate because of
network delay and limit to the broadband and the number
of users acceptable for the server capacity.

To transfer the real-time dynamic data in 3D virtual
environments, a variable combination between the server
and dynamic data is applicable by the ESPDU(Entity
State Protocol Data Unit)[5] protocol of DIS using
VRTP(Virtual Reality Transport Protocol)[6] which is
the transfer protocol during a periodic time.
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Fig. 1 Composite Multicasting Communication

Fig.1 shows the composite multicasting communi-
cation model of the client-server and the peer-peer server
which limits virtual space information to within the
server. Through communication with the server, the
client accesses and shares information about the ESPDU
shared protocol virtual environment. The peer-peer
server reduces the traffic of the central server by
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applying the multicast communication, which transfers
information to participants in the virtual space. The
entity interaction between the event and shared-cached
http server originates at multiple locations via the peer-
peer server by the client-server. Such intermediary
solution supports the large web-based real-time multi
participation 3D graphic by the VRTP structure of
desktop computers.

III. DYNAMCI DATA PATH PREDICTION

A. Path Prediction using Dead-reckoning Algorithm

As a delay occurs in the network when a renewed
message is frequently broad-casted[7] for events
exchanged in real-time at Dead-reckoning, it predicts the
location through a Dead-reckoning algorithm during a
certain time period and adjusts the previous location and
multi casts it with an ESPDU when the error goes over
the limit value. Fig.2 shows the Dead-reckoning process
that calculates the previous location, movement direction
during the given time and current location and direction
from the speed information and also calculates the
location change assuming the progression locus during
the cycle is composed of straight lines.
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Fig. 2 Dead-reckoning Algorithm

Calculate the predicted changed location coordinate
using the coordinate that arrived at a certain location
(xn, yn)depaning from the primary location (xo, yo)as
the direction (6,) information of the entity and the
location value x, >y, > @ that interpolates the previous
location using the calculated value as in formula (1).
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When you know the current location x(¢) ,the location

at the time change ¢+ Ar after movement for a cycle
interval from the time ¢ at an average velocity can be
calculated as in expression (2). Based on the location of
the shared object in expression (2), the object location at
the current time can be estimated. The previous location
is interpolated if the error is over the predetermined
threshold after reviewing the error between the estimated

and the actual static values

X(t + Af) = x(t) + x At x=Vcosy

yE+AD)=y(t)+y At y=Vsiny (2)
V : average velocity at the time [t,t + At]
v . average direction angle at the time [t,t + At)
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Fig. 3 Dead-reckoning Convergence

Fig. 3 shows the Dead-reckoning convergence process.
We can get more precise estimates by increasing the
estimate function interval of expression (3), but it results
in more composite calculation. Therefore, we use 2™
level functions such as 1" differentials or 2™ differentials.
We adjusts the threshold of the Dead-reckoning
convergence number and control the static information
transfer rate. The client that receives the discreteness
dynamic data static information creates a continually
shared static using the shared static location convergence
expression (3).

() (t=1) dx)

- —1)
x(t) x(t°)+(t tn/ dt l/—/,, 2 dt2
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Table 1 Actual and Conversion Position to be Dead-
reckoning Interval

POIS;gon Actual | Conversion.1 Conversion.2
Interval ERR ERR
oso X 462 4.52 -0.10 455 -0.07
y | 5.64 5.68 +0.04 571 +0.08
x | 4.62 461 -0.01 4.62 -0.00
010 y | 5.64 5.64 +0.00 5.64 +0.00
x | 4.62 463 -0.00 4.62 -0.00
0.05 y | 5.64 5.64 +0.00 5.64 +0.00

Table 1. shows the measurement of the actual location,
the convergence location and the estimated location error
when the path from the initial value of the dynamic data
by the Dead-reckoning convergence width, (x,y,6)=

(1.5, 1.8, 70.0°), to the value, (x,,y,,6,)= (4.62, 5.64,

70.0°), is set to the velocity 2.4, the acceleration 0, the
time stamp 2.0, and the DR Interval 0.50, 0.10, 0.05.
When the actual location in Table 2 and the location
prediction error by convergence width are measured at
the point (x,y,,6,)=(4.62, 5.64, 70.0°), the estimated

error rate gets smaller and it becomes possible to predict
the location which is closer to the actual path when the
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Dead-reckoning convergence width is adjusted between
0.05 and 0.5, as shown in Fig. 4. As the location
prediction interpolation error is 0 or -0.01 in (b) DR
Interval = 0.10 and(c) DR Interval = 0.05, the dynamic
data movement is not sensed at the client rendering.
Although real-time rendering is more possible as the
consistency is higher, it is possible to send the location
change information of the shared object to the other
clients and continue an proper transfer rate when in 0.10,
because the server function and frequent updates cause
network broadband width delays.
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(a) DR Interval=0.50 (b) DR Interval=0.10
(c) DR Interval=0.05

Fig. 4 Position Prediction of Dead-reckoning
Convergence

The location interpolation includes check of the error
between the estimated and the real values and interpola-
tion of the previous location when the error is over the
predetermined threshold of the Dead-reckoning conver-
gence. If the threshold is small, the average transfer rate
and broadband width get heighten even though the error
of the shared static gets smaller. P, And V' mean the
ESPDU location and velocity, respectively. Express-
ion(4) is for interpolating the previous location of the
entity using the initial location value s, by the time

stamp velocity at the linear block J,and the location

estimate 7.
P+ By +V7(t, ~1,) C))

The abstract node of the location interpolation P, in

/1
expression (4) is Interpolation. When the scope of the
individual node (—0,+0) is classified into small blocks,

the interpolation node, which is the linear interpolation
function f(¢) fraction field, is that detailed region

nkey one, key ft,,1,¢,, -+t _ it interpolation node is
(=0,2,),(¢,,1,),(t,,1,)s - (¢, +0) for each value, and as
each value is v,,v,,v,,-+, Vv, , the interpolation function
S(#) is defined as in expression (5).
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f@O=v, I 11,
= vn»l’ lf t S tn—l
=linterf(t,v,v,,) if t=t, (5)

where linterp (#,x,y) means the interpolator and i
represents {0,1,---,n —2} .

The Interpolation Node is as shown in Fig.5. For the
set fraction input Only field, the key field accepts the
SFFloat event by the key time value, calculates the
interpolation node function using expression (3), and
creates the value changed output event set by the same
timestamp as that of set fraction event, and displays it on
the screen.

InterpolatorNode : ChildNode {
SFFloat (o0,0)
MFFloat (-c0,00)
MF<type>
[SIM]F<type>
}

Fig. 5 Position Interpolation

B. Dead-reckoning Packet Transfer

To display the multi participant network virtual
environment, it is required to show the other participants
that are currently connected in. Therefore, the DIS node
interpolates and multicasts the previous location to
ESPDU through the UDP socket where multi bandwidth
is possible, when the information data error goes over the
preset threshold.

main(){
Event eventl;
dataGramSocket socket];
EntityStatePDU espdul;
agent agent A(initPosition);
inti;
espdul.initializeWithPosition(myAgentPosition())

socketl.send(espdul.convertToRawPacket());
lastStateSent = agent A
lastTimeSent = ctime();
while(1){ //Update my agent based on event
agent_A . calcNewPosition(Event.read());//Calculat
e Dead Reckoned Position
agent_A setDRposition(lastStateSent.position()+la
stStateSent.velocity() * (ctime() - lastTimeSent);
//Only send an update if DR threshold exceeded
if(abs(agent_A position()- ’
lastStateSent.position()>
thresh) {socket1.send(espdul.convertToRawPack
et());

lastStateSent = agent A lastTimeSent = ctime();

1

Fig. 6 Dead-reckoning Information Sending
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As in Fig. 6, the dynamic data packet ESPDU
examines the new packet from socket 1 to receive the
Dead-reckoning algorithm information at the server. In
order to update the measurement information by the path
prediction algorithm, the convert FromRawPacket is
passed and the server stores the location, the velocity,
and the differentiator information of the object on the
ESPDU packet in the vehicle table. The client then
transfers the new PDU resulting from the last static
information threshold. As the threshold of the error
between the mobile path prediction value and the actual
value, the sentence ‘While’ calculates the Dead-
reckoning location value.

Fig. 7 is the 3D scene with the output through the
client rendering engine at the network virtual space.
The actual path of the dynamic data agent A is 'Actual
Path’, and as the Dead-reckoning estimate location path
is a 'DR path' and the dynamic data moves suddenly
when the user who received the shared static updates the
information, it does not change right away to a client
cache value, but moves to the 'Interpolation path' by the
convergence interval.

I . ~'€ i - : % 5 o
Fig. 7 Dead-reckoning Apply of 3D Graphics Scene

In future research, we can apply the evolution
operation to dynamic data with specifically designed
behavior and create a new behavioral norm, which will
enable more realistic interaction.

IV. CONCLUSION

The dynamic data whose path was predicted by a
Dead-reckoning algorithm interpolates the previous
location with an interpolation node(Interpolation),
transfers the shared object static information, and
continues consistency with other clients.

At the network 3D virtual space, the movement path was
predicted using the Dead-reckoning algorithm at the
client buffer because the - congested broadcast by
interaction and static information caused network delay
and jerks. The error between the estimated and the actual
static values, which is more than the threshold based on
the shared object location, required interpolation() of the
prior location wusing the Dead-reckoning estimate

function and multicasting of the ESPDU packet of the
DIS.
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