Accurate Boundary detection Algorithm for The Fauity Inspection of Bump On Chip
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ABSTRACT

Generally, a semiconductor chip measured with a few micro units is captured by line scan camera for higher inspection accuracy. However,
the faulty inspection requires an exact boundary detection algorithm because it is very sensitive to scan speed and lighting conditions.

In this paper we propose boundary detection with subpixel edge detection in order to increase the accuracy of bump faulty detection on
chips. The bump edge is detected by first derivative to four directions from bump center point and the exact edge positions are searched by the
subpixel method. Also, the exact bump boundary to calculate the actual bump size is computed by LSM(Least Squares Method) to minimize
errors since the bump size is varied such as bump protrusion, bump bridge, and bump discoloration.

Experimental results exhibit that the proposed algorithm shows large improvement comparable to the other conventional boundary
detection algorithms.
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1. Introduction has been increased according to product miniaturization and
technique diversification. The integrated trend of

Recently, the integration degree of semiconductor chips semiconductor products has many advantages to increase
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arrangement efficiency since it is gradually developed in the
form of low profile and small form factor, multi-function,
multi-pin process, etc. The Chip on Glass (COG) is a
method to adhere the Bare Die(IC) to the glass panel. The
COG process is as follows: After a wafer comes in, the tape
mount to attach the blackout tape on the back of the wafer is
accomplished and then cutting process to separate the wafer
die individually is performed. The defective items of the
COQG are classified into the bump defect and the inner chip
defect, where the bump means an protruded electrode that
connects an electrode on chip to an electrode on a circuit
board. And the detailed defects of bump are categorized into
a wrong bump size, no bump, a bump discoloration, a bump
protrusion, and a bump bridge. The wrong bump size and no
bump occurs when the calculated bump sizes are smaller or
larger than designed bump size. If these defects arise, the
bumps are not able to be connected to the electrode on
circuit board. The bump discoloration is a factor to influence
the electric characteristics and reliability. Also, the bump
protrusion is a factor to affect into neighbor bumnps, and the
bump bridge is a case to make the equal electrode since two
neighbor bumps are connected each other. Up until now, the
defective inspection of the COG has made an effect on the
quality reliability due to the naked eye measurement, but the
defective inspection by the machine vision has an effect on
improving the quality and the productivity. The template
matching, the statistical[1,2], the syntactic[3], and the neural
network method[4,5,7] are generally applied to inspect
precision examination like the semiconductors in machine
vision.

The COG image is captured by line scan camera for
precise inspection. The distortion occurs on the captured
image due to sensitiveness of scan speed, and the captured
images show different brightness distribution under
different lighting conditions. These various problems have
given rise to difficulties in inspection automation.

In this paper, we present the robustness boundary
detection algorithm using subpixel to enhance the accuracy
of COG bump defective detection in variable environment
conditions. The bump protrusion, the bump bridge, and a
particle around the bump are of great effects on the exact
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bump boundary detection. To recognize accurate boundary,
therefore, we compute an approximate bump edge using a
partial differentiation in the four directions from the bump
center coordinates, followed by computation of the accurate
bump edges using the subpixel.

. A defective detection initialization

Initializing step of the defective detection is as follows:
Firstly, the chip image which contains no defect item but has
an identical pattern is captured by line scan camera since the
pattern is varied according to chip kinds. Furthermore, the
conditions which can change the image size and brightness
due to the scan speed and lighting condition despite the
identical pattern must be considered. Secondly, we select the
four template images at the four comers on COG image.
Finally, we search the bump position and boundary.

While the bump boundary is detected by the 8-direction
chain code method, the center point of the bump is searched
by the pixel-values of the bump round as shown in eq. 1. The
center coordinates of two templates are applied to calculate
chip angle on the base line as shown in Fig. 1. Also, the
center coordinates of two templates are appropriated to
calculate the relative coordinates of bumps.

The bump size and brightness are calculated using
average of all bumps to prevent distortions by scan speed
and lighting conditions.

13 1%
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Where,

CzsCyt the center point of a bump
z;, y;: T, Y coordinates of an edge

n : boundary number of a bump
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Fig. 1 The four templates and bumps on chip.

. A defective detection algorithm

Since pattern, size, and position are varied according to
COG kinds after the basic parameters such as the relative
center coordinates of bumps, the bump size, and the bump
discoloration are set up according to patterns, the defect
detection algorithm on the input real image is applied. The
defective detection procedure is as follows: Firstly, we
reckon the center coordinates of templates on the input
image using a statistical pattern cognition method. Secondly,
we calculate the approximate relative center coordinates of
bumps from a template. Thirdly, we compute the bump
protrusion, the bump bridge, and the bump discoloration
after detecting the bump boundary on the input image.

3.1 The template matching

The center coordinates of a template are calculated with
the statistical pattern cognition which is able to verify the
matching degree between the template on the input image
and the template on the reference image. The eq. 2 is an
equation to estimate a correlation coefficient between the
template on the input image and the template on the
reference image. To recognize rotation angle between
template 1 and template 2, the template matching[1,2]
between reference and input image on the basis of the
template center coordinates is adopted.

Also, the approximate center coordinates of bumps which

require the boundary detection of bumps are computed by
the rotation and shift transformation. Though the center
coordinates of bumps have the coordinate error because of
the matching error, the exact center coordinates of bumps
can be reckoned using the boundary detection algorithm.

M=1N—
5 Ylalenti 9

L M=1N-1 @
E E ) ¥ x E Zb 1, _7
i=0j= i=0j=

Where,

r = Correlation coefficient
g{i, j) : the approximate template area of input image
t{4, j) : the template area of reference image

m : average of (4, 5)

¢ : average of t(i, 7)

ali, ) =g, j)—m

b(i, ) =t(i, j)—t

M : horizontal size of template image

NV : vertical size of template image

3.2 The Boundary detection algorithm

The detection algorithm recognizes boundary which
includes bump protrusion and bridge. To detect bump
boundary, the center coordinates of template on the input
image are calculated using template matching between
reference and input image. The approximate center
coordinates of bumps are found based the template center
coordinate on the input image and the relative bumps’
coordinates set on the reference image. The bump boundary
is detected in four directions based on the bump center
coordinates.

The Fig. 2 shows the bump boundary detection on y axis
direction. To detect exact boundary on two side
boundaries(W, E) in the Fig. 2, the partial differential based
on y-axis direction is used on each side. If the partial
differential value is greater than the predetermined
threshold, then the point is recognized with exact boundary
point. However, in case of bump bridge, the partial
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differential value which is greater than the threshold does
not exist since the both of the side bumps are connected. In
this case the maximum x coordinate in detection direction is
stored with boundary x coordinate.

P Detecton direction ¢ Detection direction 9,
T

a

N

WAYME
¥

S

!

Bump Bump

uoyasiep Arepuncg

uonIsep Aepunog

13

Fig. 2 Boundary detection o + x and — x direction
from bump center point.

The Fig. 3 shows the bump boundary detection on x axis
direction. To detect exact boundary on two side
boundaries(N, S), the partial differential based on x-axis
direction is used on each side. The boundary recognizing
precess of bump is identical with y-axis searching method.

Bump

J
i
o

Boundary detection

N

(N
o
T Uonoaup uoyseiag

UORIBIP LORORAA

< ) |
¥i

S

Boundary dstectian

L
b
o

Bumn

Fig. 3 Boundary detection to +4 and - y direction
from bump center point.

3.3 The exact edge measurement using the subpixel

Since bump faulty items are determined with a few micro
unit and the miniature boundary detection algorithm is
required, the edge coordinates are revised using the subpixel
method[6]. Typical edge profiles observed in real images
reveal the near step-edge as shown in Fig. 4(a). The exact
edge of the step-edge can be the extreme point of the first
derivative. To estimate the value of the extreme accurately,

we approximate the first derivative’s distribution by a curve
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of the second-order polynomial.

Assume that pixel 7, is the nearest to an actual edge
position and the values of the gradient magnitudes at pixel
Jo—1, Jo, and jo+1 are g; _,, 950 9jo+1
respectively. A second-order polynomial in eq. 3 is used to
approximate the gradient magnitude near the edge. In case
the brightness decreases monotonously as A in the Fig. 4,
T i is found using Eq 4. In case of opposite, T, 5, is
calculated using Eq. 5. And z,,;, and z,,,, means the

exact boundary position of a bump.

b Eogy protis

Sanerd-onide ookyromrad .
; .

Pl Bt gumatic dYRRES U

Fig. 4 Edge profile and first derivative distribution

curve.
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3.4 The center coordinates and detective detection of
bumps

The real center coordinates of bumps can be reckoned
with the four direction boundaries and the least square even
though the bump boundaries include the noise. The

measurement procedure is as follows: To compute the
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regression line in each direction after boundary coordinates
in each direction are substituted into Eq (7) and (8),
regression line as Eq (6) is calculated. The vertex and center
point of a bump using intersection points of four regression lines
are counted. Although somewhat wrong boundary is detected,
the least square can obtain real proximity boundary line.

9= Byt Bz +&; 6)

5___ E(mi_;)(yi——g) a
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Where,

& ~ N(0,6?) : an error term
ﬂ:) : y intercept of an unknown population number

51 : gradient of an unknown population number

i=1,2..,n

To detect bump protrusion and bridge the four direction
boundaries of a bump and its regression lines are applied.
The Fig. 5 displays extracted bump boundaries by the four
bump boundary regression lines and boundary detection
algorithm. The bump protrusion in the E and W direction
can be determined using the difference between x
coordinates between regression line and bump boundary.
Furthermore, the bump protrusion in the S, N direction can
be judged using the difference between y coordinates
between regression line and bump boundary.

1f the difference value is greater than predetermined value
between each bump, the bump bridge is concluded. In case
of smaller than predetermined value, the bump protrusion is
decided.

Bump boundary .
Protrusion

Protrusion

Reagression line

Fig. 5 The bump protrusion and regression line.

The bump discoloration occurs in case of the oxidized
reaction and scratch of bump. To detect the bump
discoloration, we apply the weighted brightness for all pixels
of a bump between the reference and the input image. If the
brightness difference for all pixels is greater than
predetermined threshold, this bump is determined as
discolored bump.

IV. The experimental results

The vision system used in this research to inspect the
16,670 x 2,430 COG dimension consists with 2K line scan
camera and Matrox image board, programming language is
Visual C++ under window 2000.

The defective detection precess of bumps on the input
image is as follows: After the reference image which has no
defect is captured, we reckon the relative coordinate from
the center coordinates of templates to the each bumps as
shown Fig. 6 and set up the predetermined parameter
according to chip kinds as shown table 1. The angle between
the two templates and the center coordinates of templates are
calculated by template matching between reference and
input image. The approximated center coordinates of bumps
are computed by the coordinates transformation from the
center coordinates of templates.

Table 2 denotes the average recognition time and rate of
templates about SO input test images. In table 2, the
recognition rate of four templates is more than 92 percent.
Since the average difference between the approximated and
real center coordinates of bumps is about +4 pixel error, the
errors are deliberated at searching parameter setting on the
input image, as shown in table 3.

=5 S

Fig. 6 Four template images.
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Table. 1 The parameter value of reference image.

Parameter(reference image) Value
Templatel and 2 angle 0.1°
Average bump size 95x20pixel
Average gray level of bump 36
Minimum pixel difference between interior 56
and exterior of bump

Table.2 Average recognition rate and recognition time
of templates. (Chips : 50)

Templatel | Template2 | Template3 | Templated

Average

. 0.531 0.59 0.595 0516
time(sec)

Average

.. 94.2% 92.8% 93% 93.6%
recognition rate

Table.3 The range of parameter value in
input image.

Range

Parameter(input image)
Minimum | Maximum

Angle between templatel and template2|  -1° +1°
Gray level range of bump 30 42
Pixel position error of center point -4 +4

The Fig. 7 and 8(a) show the bump protrusion and the
bridge case. The applied results of proposal algorithm in this
paper are displayed in the Fig. 7 and 8(b). The bump
boundary by Laplacian is not practically detected, as shown
in Fig. 7 and 8(c). The boundary detection result is better
than Laplacian applying result. However, the bump
protrusion is not mostly recognized, as demonstrated in Fig.
8(d). we calculate the weighted brightness for all pixels of a
bump between the reference and the input image, as given in
Fig. 9. The recognition rate of bump faulty items in table 4
represents 100 percent except the bump protrusion.

798

b) The result by
proposed algorithm

a) Bump bridge

¢} The result by d) The result by sobel
Laplacian operator

Fig. 7 The bump bridge.

b) The result by
proposed algorithm

sxe

¢) The result by
Laplacian

di The result by sobel
operator

Fig. 8 The bump protrusion.

Fig. 9 The bump fading.

Table. 4 A recognition rate and permissible range of
bump faultiness

Bump faulty Recognitionrate | Tolerance limit
Bump size 100% +4(pixels)
Bump discoloration 100% +20(gray-level)
Bump protrusion 98% +2(pixels)
Bump bridge 100%
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V. Conclusion

To make improvements in the inspection accuracy of
COG the COG images is captured by line scan camera.
Some distortions, however, occur on the captured image due
to sensitiveness of scan speed and thereby the captured
images are the different brightness distribution according to
lighting conditions. In this paper, we proposed the robust
bump defect inspection algorithm under variable
environment conditions. To detect the bump defects the
bump boundary was detected by partial differential to four
directions based on bump center point and the exact
boundary positions were searched by subpixel methods. And
the regression line in each direction of bump was calculated
with the least square.

In the experimental results using proposed method the
defective recognition rate of bump is 100 percent except the
bump protrusion even though the pattern, size, and position
are varied according to COG kinds. Consequently, the field
test results have greatly improved comparable to the naked

eye measurement.
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