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Abstract

GPS/GIS and RAD technologies have been changing the paradigm of our sociely toword ubiquitous era. Especially,
geographically distibuted mobile agents with fransporting objects need to be automatically recognizable and fraceable under
certain conditions. To do this, fundamental theories and technodogies are required 1o specify and verify spatial and temporal
behaviors of agents on geographical space. This paper presents a new formal method, called Calculus of Reakfime Distribution,
Mobility, and Inferaction (CaRDM), for this pumcse. For specification, CaRDMI defines a map, mobile agents with fransporting
objects. The movement of an agent is represented by a path on the map, consisting of a list of nodes and a list of edges with
spatid and temporal constraints. Interactive constraints among agents are represented by synchronization modes on objects at
nodes. These constraints are distinguishable features of CaRDM from other methods. Especially, many-to-many  fimed
synchronization constraints are noticeable. For verification, CaRDM presents the spatial, temporal and interactive deduction rules
ond the spatial and femporal equivdlence relations.

= keyword ;. Calculus, mobile agent, CaRDMI, equivalence

1. Introduction ubiquitous era [1]. Especially, ~geographically
distributed mobile agents with transporting objects
GPS/GIS and RFID technologies have been are automatically recognizable and traceable under

changing the paradigm of our society toward certain conditions. This fact is the main deriving
force for many strategic industries, such as
* 74 3 9 ARUE AFETARRST : .
lchai @chonbukac kr Intelligent  Traffic Systems (ITS), Telematics,
» A5 g ARYEY BAPRFER ny Location-Based Services (LBS) systems, etc [2], as
moonkun@chonbuk.ac.kr

well as tactical applications, such as a real-time

[2006/07/27 31 - 2006/08/18 AAL - 2006/11/17 &E)
e-delivery system with PDA based on GPS/GIS and
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RFID technologies [3], intelligent supply chain
management systems [4], etc. - for convenience,
such  systems are named as  real-time

transportation/navigation systems (RTNS).

In order to specify, analyze and verify the
correct and consistent timed behavioral properties of
such agents for their mobility and transportability on
geographical ~ space, fundamental theories and
technologies are required. The behavioral properties
include concurrency, spatial and temporal constraints,
interactive synchronization modes, and so on. These
properties are used to analyze and verify system
requirements, such as cormectness, consistency,
safety, deadline, dead/live lock freedom, equivalence,
etc.

A number of process algebras, ie, CCS [5],
pi-calculus [6,7), and mobile ambient calculus [8],
have been reported to specify, analyze, verify, and
predict behavior of distributed real-time systems.
However these algebras are not well suitable to
represent real-time transportation/navigation systems
(RTNS) 9, 10, 11, 12] due to the lack of
representation of process distributivity over some
geographical space or the indistinction of
representation of process mobility from process
distributivity over the space as follows - note that
mobile agents for transportation or navigation in
RTINS are geographically distributed over some
dynamically re-formable 2 or 3 dimensional space
of places with dynamically comnectable and
disconnectable links between ports of the places, not
of agents:
® CCS does not have spatial information where

processes belong or interact. Consequently it is

not suitable to represent process mobility.
® Picalculus does not have the spatial information
just as CCS, but process mobility is represented

by dynamic change of link connections between
processes with ports of processes.

e Mobile ambient calculus represents the spatial
information with scopes of ambients where
processes belong, and describes process mobility
with dynamic changes of scopes among the
ambients. However the space information is
dependent on the process mobility since the
mobility changes the scope relations among the
ambients by the definition of the mobility.

To make the process algebra suitable to RTNS, it
is inevitable to separate the space representation

from the mobility representation.

This paper presents a formal method for this
purpose, namely, Calculus of Real-Time Distribution,
Mobility, and Interaction (CaRDMI) as follows:

e Space representation. Space of RINS is
represented by a map, called hyper-graph, with a
set of nodes and a set of edges between nodes
- we call the graph a mapfor convenience. In
order to represent scope relations between nodes,
an inclusionrelation is defined between nodes.
Note that the relation is changeable and makes
the graph dynamically reconfigurable. Similarly,
in order to represent the scope of edges between
nodes at different scopes,an inclusion relation
between edges is defined between edges. The
inclusion relations are used for hierarchical
abstraction of RTNS. Note that nodes have ports.
Consequently edges can be defined between ports
of nodes.

¢ Mobility representation. The mobility of agent
in RTNS is represented by a pair of a list of
nodes on a map, called a path, and a set of
delivering objects, if necessary. A path is a
sequence of edges between nodes with ports with
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spatial, temporal and interactive constraints -
note that agents don’t have ports. The spatial
and temporal constraints are imposed on nodes,
and the interactive constraints on delivering
objects at nodes, respectively. Further these
constraints are hierarchically abstracted with

respect to inclusion relations in their scopes.

For analysis and verification, CaRDMI defines a
set of the spatial, temporal and the interactive
deduction rules and a set of equivalence relations as
follows:
® The deduction rules define the semantics of

CaRDMI for each sequential, selective, interactive

operations with respect to spatial, temporal and

interactive  constraints. The rules can be
abstracted hierarchically.
e The equivalence relations define how similar two
mobile agents are in the spatial and temporal
can be abstracted

space. The relations

hiearchically.

The innovative features of CaRDMI are as

follows:

o The space and mobility representations are
separated.

e The space and mobility representations can be
abstracted hierarchically.

o Further the deduction rules and equivalence
relations can be abstracted hierarchically, too.

» Agents don’t have ports, but nodes have ports
instead.

¢ Agents move through paths and interact with
another synchronously or asynchronously by
delivering objects at certain nodes on a map.

o Temporal constraints include a set of ready,
duration deadline and wait scopes, hierarchically.

¢ Many-to-many  timed

asynchronization ~are possible, as well as

synchronization  and
one-to-one.

This paper consists of sections as follows.
Sections 2 and 3 define CaRDMI syntax and
semantics, respectively. Section 4 defines temporal
semantics of CaRDMI. Section Sdefines behavioral
equivalences. Section 6 illustrates and analyzes a
practical example for RTNS application. Finally
Section 7 concludes with some limitations and
future researches.

2. Basic CaRDMI Syntax

Definition 2.1 (Preliminaries)

G={V,W. 1}, hyper-graph for a map, where
V={y|1<i<n}. 3 gt of nodes and
hyper-nodes, W={¢|1</<mt: 3 set of edges and
I={ )| v, €V SVl 3 set of node
inclusion relations. M={m|1<i<m . get of
symbols
X={x;|1<i< ;. 3 set of symbols representing
transporting  objects

Tepresenting mobile agents.

by a mobile agent.
Act={ e |0 €V}, A gt of symbols
representing timed movement actions, where 7' and
' are the source and target nodes for an action,
respectively, V= 12,8 |1Sisnl<jsm. 5 g
of symbols representing nodes or places on a space
map. Q={fI1<7/<m. a3 et of nrelabeling
fanctions, that is, Y2 €N fla)=b, 3bEN yf
Ra)=a'for 1€{l...B}  then it can be

represented as [a'/a,...a,"a,]

3= QIR FEEE| (8 23)
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Note that n°and n'in »® can be hidden for

convenience, especially in the case that their

meaning is very trivial, ie, 2 E".
Definition 2.2 CaRDMI| Syntax

=66 1cle | ¢le | E
E=0]a(X)s E|—a(X)s E| E\a|(E+ E)s E| FL f}| E" ¢ E

X=x"Xx
X=X %% X
X=xl¢

Definition 2.3 Multiple Composition

Multiple summation and parallel compositions are
represented by the following notations:

S E =B+ Btk

=l

IE=EIE1-IE,

Basic notations are similar to those of CCS: "0”
for inaction, “e” for prefixing, “+" for choice, "\’
for restriction, “[]" for relabeling, and "|" for
parallel composition. However its interpretation is
quite different with CCS as follows:

e F is a movement expression, that is, a path of

def
movements, denoted by Hm,X)=FE, where

m; and Xiare a mobile agent and a set of

transporting respectively. Here B
implies behavior.

objects,

e Qs a system expressions consisting of a set of

def
mobile agents, denoted by B2 (m, X),0)= ¢

where 2% and G are a set of mobile agents
and a map, respectively.

¢ “0" implies inaction, interpreted as termination of
movements on a map.

® “¢” jmplies a movement, interpreted as an edge
from a position/area to another position/area.

® “a” jmplies a location or area to visit in a

—ada

path. Zimplies a movement to 2

movement to any position or area except &
3(X), a movement to 4 with X to transport;
a(X) and (%) ,synchronous and asynchronous
movements with 2(% for an object X to be
3(/_?), a

transported at 2,

synchronous movements with a(x) 1o transport

respectively;

X and to get it back at 4, a(¢) and

a(e) ,pure  synchronous and asynchronous

movements with 2(£) without any object to be
transported at 2, respectively. Note that € can
be omitted and x can be a list of objects.

e “+" implies choice, interpreted as a selection of
a movement at a position or area among

Ya,eE

P for the next movement.
* “\" implies restriction on some nodes so that
other agents cannot interact with at these nodes.

For example, if % transfes X to 7%

synchronously at 4 without any interference or
intervention by other mobile object, it can be

represented by (a(x)® E|a(x)e F)\{a}

o "[£]" implies a relabeling function to rename a
node.

e " E"" implies the repetition of E, n times. For

example, (2 +4)’®2,¢5,¢0 implies execution

2007. 4
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of 4 or B three times and 3z‘bz,in
sequence.
e ”)" implies the parallel composition of two
agents.
o "|" implis the parallel composition of a
synchronous interaction between two mobile

agents. CaRDMI supports both 1-to-1 and m-to-n

synchronous interaction. For example,

o4 ' ' ) ,
Bl =y n)n B 1 (a(5g)« Byt B () * B
implies that 73 synchronously transfer objects

(%%, %) 10
Restriction on @, that is, prevention of other

M, and T,  respectively.

agents from interrupting these transportation can
be represented by

A, %, )0 B [ (a()e B | a()e B a(y) e E)\a)

e “|* implies an asynchronous interaction between
two mobile agents. Similar to synchronous
interaction, CaRDMI supports both 1-to-1 and

3 5
E E)=
m-to-n interaction. For example, (/[=|1 2 j,=|4 )

(@(3)e B |a(k)* B | a(k)e B) ] (a(x, %)s £ | a(x)e E)
¢ Precedence order of operators are as follows:

(3> > 0> > 00>, For example,

a+a,ea\a, =((a+(a,%a))\a,)

3. CaRDMI Semantics

The deduction rule for movement of agent is
represented as follows:

prenuse

Rule: =——
Conclusion

condition

It can be interpreted as, “If the premise is
satisfied under the condition, the conclusion can be
derived by this rule.”

Definition 3.1 Transition

A movement action from one node 2o another
b by a mobile agent on a map can be
representeda transition —=%—> as follows:

ae, be E——be E

Definition 3.2 Primitive CaRDMI Semantics

Basic: ge F—53 E
ae; Ez_‘_'““)E,
a8 F—>F
[DOpZ o= " oL

Alternative: ?°* g; E,—>F

as E——E (a%b)
Restriction: e E\b—"> E\b a
ae, E—>E
Relabel: f]a]e 4, E—125F
ae E——F
Parallel: ae E|E—">E|E or
ae, B —E,

Elas, E, ——E|E

Synchronization interaction:

licatxyey £ By, i (a(F)e, B, ——Ey)
= 4=

(ﬁl(”(xf)'x Ex,)](a(z)‘v, E,) JTEAVIRE Ay (US9) 7] (ﬁ’l Exi ﬂ. B)\(a)
i I -

where (X [1</<m ang {YI1S/<H 5 5
disjoint set of Xand Y, respectively, and X=Y.
Asynchronization interaction:

faxye, Ex = B, fl @(F)e, By 2 By
ol =

(l(ax)ey B (aF)e, B)—Eestloch o £, [ | )\ia)
=1 i =

where (X |1<7<m} ang {FIl<j<m i5 4
disjoint set of Xand Y, respectively, and X=Y.

3=t QleUll HEES| (B 23)
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Note that 1-lsynchronization |/ asynchronization
and 1-n synchronization |/ asynchronization are a
subset of m-n synchronization and asynchronization,
respectively.

Implications of each rule are briefly described as
follows:
¢ Basic: Without any premise, the ® action is
possible. Note that ® can be considered as an
edge on a map.

¢ Alternative: In the premise of a transition with

®;action, the only possible transition for choice
is to the expression with the action. Note that
alternative is the rule that express selective
movement on paths of an agent.

® Restriction: In the premise of a transition with
e action, the transition with & restriction is
possible only when @3 b,

o Relabel: In the premise of a transition with ®s

action, the transition of the premised transition
relabelling is possible only when the
relabelled node name and the relabelled transition
name are equal.

for

¢ Parallel: In the premise of a transition with i
action, the transition for parallel composition of
two agents is the transition of the premise when
the action occurs.

¢ Loop: In the premise of a transition with e
action, the transition for loop with n repetition is
the transition to the loop with n-Irepetition when
the action occurs.

¢ Synchronous interaction: In the premise of the

transitions of a number of mobile agents

transporting X; and the transitions of a number

m

of agents to receive some objects ¥ in ,g

at 4, the transiion of the m-n synchronous
interaction is a set of transitions by all related

agents for X and ¥

at 4 when all premised
transitions occur. The exchange modes for each x
in the interaction can be different. That is, x can
be given, taken, both given and taken, or both

taken and given, synchronously at some position

on a map.
o Asynchronous interaction: This rule is similar
to the mn synchronous interaction, but

interaction performs asynchronously.

4, Temporal Semantics

This section defines
CaRDMI. It is assumed that
synchronized by a global clock.

temporal semantics of

all agents are

Definition 4.1 Timed action

Acty ={, 19,1070 <£,0< ¢}
A set of symbols representing timed movement

actions, where %, Land % are the ready time

before action ®

i, the lower and upper time bounds
of the actions, respectively. Note that [£)=[4.5],
[1,-1=[6,%]), and [-t]=[%,L].

For example, a sequence of movements of a
mobile defined

B = a1, % 5.0 2,(x) ®300,15] a4,(x%) *us20 B "

agent is as

It

implies that the agent performs an action ®:at the
relative time between 5 and 10 time units after
waiting for 4 time units.

Definition 4.2 Timed semantics

2007. 4
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Timed basic: 2% ) E—“>E

i B—2—E,
; @smw
Timed Alternative: #®1: ﬂ]%: >E;
Timed loop:
[u]E—"’E E( fsIsg, ]
n—l < <
(3) [{'f] a [fff"/] ts_(:’te—é
Timed restriction:
as, ., E—1 5y F
el (t,<t<t,a#b)
ae, . E\b—U 3 E\p
Timed parallel:
ae *un
1[t,8] El i ’E ( <1< te)
3’1.[:),1,] El |Ez—‘£'>ﬁ |E2 or
ae,,  BE—"5E
Mokl 7 L (t,se<¢)

Llaey, B —H 5 B | E,

Timed synchronization interaction:

ﬁl(”()o'xu 0 EXL’EJ E("(Sﬁ'muu EYLEY] (tesrs MJ
art<

[”Wﬂm ](a(Y) ”“]Ey)w_{||5|"5y)\(a>k storisy
where {X|1<ism and {(Y1S/5m §5 4
disjoint set of Xand Y,

m n
Ux;= Uy
A =l

respectively, and

Timed asynchronization interaction:

Lt IO

gst
Ls<r)

Xy

(E(a(/\’)ux - [(a(Y) . E,,) " [f\lsxi/ﬁ‘s W\(a)t

where {(X/|1<i<m gand {YI1$/<m 5 a4

disjoint set of Xand Y, respectively, and
m 1

Uxi=Uy

=1 J=1

Proposition 4.1 Composition of Time
Bounds

t

E

161 kit 0]

Fican be composed by

, where £=E*FE;

1141 % jln.e)

F

{6+81 k[t+t r+t']
Proof. Fiand £, are subexpressions of E. By
Definitions 2.2, £*£/is a subexpression of

E, too. In the perspective of F, an agent
of this expression must wait [£.%1 time
units before executing both Zand £, and
the execution time of both Ziand £ will
takes within the summed time values of
both time bounds, that is, [4+456+47,

By ket B s possible.

Therefore
5. Verification of Behavioral
Equivalence

This section presents a number of behavioral
equivalences between two agents.
o M= (Identicaly: Two agents have the same

expression.

o M = (ST Equivalent): Two agents have the
same path with same timing properties.

o 1 =m;(S_Equivalent): Two agents have the same
path with different timing properties.

o m=m; (CT-Equivalenf). Two agents have the
same critical path of check points with the same
timing properties.

o M=, (C-Equivalent): Two agents have the

same critical path of check points with different

timing properties.

Note the relations among the equivalence

relations:= S = & = & & ¢,

rot

= e Y Eals| (8 235)



AR HS OISH £HS Az AA

FE4 0lS, A5EE Caleuius

Definition 5.1 ST-equivalence: =11,

For VeecActand (H.BE)€R,  the relation
Rc ExE is  ST-equivalent if the following
conditions are satisfied. Note that @ =5, m =k
L#L' L
) ¥ 5E—=4>E, 35 which are £—““>E,

(B,E)eR gnd [t,L1nt,\ £ 12D
@) ¥ 5—">E, 3B which are 5—"4>F,

(E"E;)ER and [[s’te]m[ts"te’];ég,

Definition 5.2 S-equivalence: = =m;

For Vee Actand
RC ExXE

(B,E)e R the relation
is S-equivalent if the following
conditions are satisfied. Note that M =5, m=E

L=t LEL

Vi Ei_._"i‘.f]—)E:’ 3E; which are & ] }Ez,
(B.E)eR,
(i) f &E—“9>E, 3E which are &—=<>F

(E.E)eR,

Fig. 2. Transition

Fig. 1. A Space map

Example diagram for Mand

For example, two mobile agents Ziand #%can

be defined as follows. Its pictorial representation is
shown in Fig.2 on a space map in Fig. 1.

m = a%, s b’q’o,4] €® 40,51 €®.00,9] ae0

mp = 151%110,15) b'qo,s] Cr4)%45,10)€® 40,5 4 ® 0

The binary relation Rin Definition 5.2 is as

follows:

R={(a%05 804 405 P01 3*0 390015 P05 G510 0 4*0»
(B340 05 P09 2*0 405 G510 Sy 2°0
("‘cﬂlﬂ 09 as(, G ®45101€®405) as(),

(asQ,a00)}

(eog5 20 04959 200

*;actions in & and £ occur at [0,5] and
[10,15] and respectively, and next actions are
defined as B =b%04 005 €05 2°0  and
E, = b 405y Cray® 45101 €%0.5) 220 By Definition 5.2,
two agents are S equivalent since (£.5) in R:

m=m
Definition 5.3 Critical Nodes

A set of critical nodes Ne<V for a map
G=<V,W> in Definition 2.1.

Definition 5.4 Transitive Closure

Wo(V, W), No)=(V, W) The transitive closure of
W for Ne is (V,W) where
Vi=VANAV'C N and W:{“f=(”j’”k)|”_,':”kev}’
where there exists a shortest path between & and

2; in W.

2007. 4
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Definition 5.5 Critical Path

If 0=(WHS G, Wis defined as a critical
path of W for Ne in 6=(V,W)cG, where

V=VAN: and W=t((V,W),N).

Definition 5.6 CT-equivalence: ™~ ;

For Vee Act, (B,E)€ R the relation Rg EXE
is CT-equivalent if the following conditions are
satisfied. Note that M =5, m =E,

@) If E—29>E 3E which are & —24>E,
(B,E)eR and [4,£10[L'\0 12D
(i) f B—=<>E, 35 which are 5—=4>F,

(E.E)eR and [t.t1n[t\ 112D,

Definition 5.7 C-equivalence: 3 = 1

For Vee Actand (B.E)€R  the relation
RC ExE js Cequivalent if the following
conditions are satisfied. Note that M =&, m =5
0 If E—t9>E  3E which are E;“#“)Ez,

(B.E)eR,

(i) I E—5E 3E which are £—2¢>E

(E,E)eR,

For example, two mobile agents Mand 7% can
be defined as follows. Its pictorial representation is
shown in Fig. 3 on a space map in Fig. 1.

m = 20,05 B 404 ©® 4057 €109 3°0

= 2130%,111.201 040.7) €@ 0,31 de g ae0

''''' 6 stfting
- S
c,/ i
i
{ 1%
¥ !
\. ?‘
5 i
", ie
1T L
— *@

Fig. 3. Transition diagram for M and %

startin
M [¢)

Fig. 4. Critical path for Nc

As shown, Mand ™ are not ST-equivalent.
However, if we consider Ne={2.6.¢}, then 4 and

m, can be abstracted as follows by Definition 5.4,
5.5, as shown in Fig4:

m=a%,5 0904 €% 01430

m = 3[10]'17,[11,20117'40,7] c,0m a%0

Therefore M and 7 are C-equivalent: 7 = 1,

Fig. b. A scenario for Exporting Supply Chain.

= Q4 HEEE @ 25)
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6. An Example

Fig. 5 show a scenario of pilot project for
efficient management of Harbor Supply Chain by
the Department of Ocean and Marine Products of
Republic of Korea during year 2004 and 2007 [13].
Exporting goods are transferred from Euiwang ICD,
through Busanjin CY, Gamman Cheongsong CY and
Gamcheon and Gamman Terminals, to Long Beach
Terminal on East Coast of USA.

Fig. 6 shows a map of paths through which
supply containers can be ftransported. Fig. 7
represents a map for the map in Fig. 6. Assuming
that the containers are transported on the map,
agents transporting the containers perform the
following missions:
¢ A trailer M loads goods at "Wonju' Plant,
attaching a 'GyeonginlCD’ tag on the container
of the goods, transports it to 'GamcheonHanjin’
Terminal by way of ’SeodacjeonJC’ and
"Daejeon’.

A trailer 72moves from ’GyeonginiCD’, through
"SeodaejeonJC’ and ’Daejeon’, to ’BusanjinCY’,
where the trailer gets a container of goods from

a freight train 7, and transports it to
’GamcheonHanjin’ Terminal’.
o A freight train Amoves to ‘BusanjinCY’ from
"GyeonginICD’ by railroad, and transports goods to /7.
o The critical nodes where agents must passare
*GyeonginlCD’, *SeodagjeonfC’ and *GamcheonHanjin’.

The paths of movements for each agents are
defined as follows:

¢ 1 :Wonju e Hongcheon » HobeobJC ¢ GyeonginlCD
» HobeobJC'« SeodaejeonC « Daejeon » Gimcheon
Dongdaegu » Masan « GamcheonHanjinTerminal

. =y
3 J ot
? /5/\\\)/\5\ Lo%{cﬂ\\

Jc

jeon JC
Cheon-
an Dae-
jeon
Jsonju

Fig. 7. A space map

e 7 :GyeonginICD  HobeoJCe SeodaejeonJCo
Jeonjue Gwangjue Masane Daegue BusanCY(x) o
GamcheonHanjinTerminal

e I :GyeonginICD ¢ Gwangmyeong » Suwon ¢
Cheonan ¢ Daejeon e Gimcheon » Dongdaegu » Daegu
 BusanCY (x). GammancheoldoCY

10

2007. 4
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For convenience, each nodes in the space map

are  renamed as follows:  GyeonginICD(a),
Hobeob]C(b), Seodaejeon]C(c), Jeonju(d),
Gwangju(e), Masan(f), Daeg(g), BusanCY(h),
GamcheonHanjinTerminal(i), Wonju(j), Hongcheon(k),
Daejeon(l), Gimcheon(m), Dongdaegu(n),
Gwangmyeong(o), Suwon(p), Cheonan(q) and
GammancheoldoCY(1).

Fig. 8 shows the symbolic representation of the

transition diagrams of agents 7, 5 and 7.

Fig. 8. Transition diagram for &, 3 and 13

The timed representation of the above movements
can be defined as follows in CaRDMI:

o0

= fiy %09 %00 Pupog P09 Potey Pro Poies Mo ™y
=8 %05 Pgos oy Peasn Prgos L0 8oy HX) 02 0

=35 4610 P Pogoy Potes Py ey P g Ssgog LX) 009 720

The system for Export Supply Chain consists of
3 mobile agents in parallel composition, where 7%
and Mhare synchronous for exchanging goods, as
follows:
6= £ (B, | E)\{h}),
The system is required to verify the following
two properties:

(1) Behavioral equivalence between B and 2%, and

(2) Timing consistency for synchronous interaction
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Fig. 9. Transition diagram for critical nodes

o Behavioral equivalence between Mand 7%,
and

As shown in Fig. 9, and 4 are not
ST-equivalent. However they are C-equivalent to the

critical node of {261}, as shown in Fig. 10.

Fig. 10. Transition diagrams with critical paths

¢ Timing consistency for synchronous interaction

between 72 and 7.
As shown in Fig. 11 for the timing sequences of

each movements of 72 and %, there exists a
overlapping temporal interval where two agents can
interact synchronously to exchange goods.

L /WMY\
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Fig. 11. Timing sequence for movement of 7
and M and the synchronous temporal interval

& 2l HEEE| (8 23)
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* Discussion

The example illustrates the capability of
specifying the mobile paths of agents, that is,
trailers and trains. It also illustrates the capability of
specifying the timing requirements for each
transporting steps in the paths in order to transport
goods safely and synchronously in both spatial
sequence and timely manner. Further it illustrates
the capability of verifying the spatial and temporal
mobility of agents based on ST equivalences. The
example demonstrates the capability of applying
CaRDMI to the many real applications.

7. Conclusion and Future
Researches

In CaRDMI, the movement of a mobile agent is
represented by a path on the map, with spatial,
temporal and interactive constraints. The spatial
constraint occurs with transporting objects at a node
or place where the interaction should occur, the
temporal constraint is a set of timing requirements,
such as, ready and execution time bounds.
Interactive  constraint s
synchronization modes on transporting objects at a
synchronization node. These constraints are
distinguishable features of CaRDMI. Especially, the
timed many-to-many synchronization constraints are
noticeable. Further a set of the spatial, temporal and
interactive deduction rules and a set of spatial and
temporal equivalence relations are defined in
CaRDMI for analysis and verification.

CaRDMI can be practically applied to many real
applications, as shown with the example.

Future research will include the probabilistic
model for CaRDMI in order to represent
probabilistically ~ non-deterministic =~ RTNS,  its
probabilistic equivalences, the fault-tolerance model

represented by

for CaRDMI in order to represent autonomous
RTNS, and so on.
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