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Abstract

In Reed Solomon decoder, when there are more than 4 error symbols, we usually use Chien search machine to find
those error positions. In this case, classical method requires complex and relatively slow digital circuitry to implement it.
In this paper we propose New fast and cost effective Chien search machine design method using Galois Subfield
transformation. Example is given to show the method is working well. This new design can be applied to the case
where there are more than 5 symbol errors in the Reed-Solomon code word.

Keywords: RS(Reed Solomon), Decoder, Error Locator polynomial, Galois Field(GF), Chien search machine,
Newtonian Identities, Subfield Transformation, Number of Errors

Electronic Devices (Consumer and Communication
products.)®.

In this paper, new RS(Reed Solomon) Decoder,
which is correcting more than 4 symbol 1 errors,

I. Introduction

Reed Solomon coding theory is very famous well

design method is proposed using Galois Subfield
™ This method can be used when
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there are less than 4 error symbols, but in this case
there are more efficient method which is described
author’s another paper[1 ¢

In chapter 1 Introduction is written to introduce
the whole paper. In chapter II, we briefly described
how the Newtonian identities are used to determine

the number of error symbols in the codeword. In
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chapter T we describe two types of classical Chien
Search Machine design methods are described and
two methods are compared from each other™. In
Chapter IV we describes new efficient (fast and
economical) chien search machine design method. The
new design uses Galois subfield transformation from
GF(Z") to GF(?) field to simplify the Galois elements
arithmetic operation™.

Here we design various subcircuits, for example,
#+2 (Square), and **3(exponent power of 3) calculator
circuits. The total number of gates and propagation
delay is greately reduced compared with those of
classical chien searchmachine described in chapter 3.
In this chapter we proves that the new circuit is
working well by finding 4 error locations of
arbitralily given error locator polynomials which has
4 solutions corresponding to 4 error locations, using
the new machine,

In chapter V future works that will be taken by
us, and Comparisons between Old design and New
design are described.

II. Error Locator polynomial and
determination of number of error symbols in
the RS codeword

The RS(Reed Solomon) codes are based on finite
fields, often called Galois fields.

In CDP, RSC(32,28), on GF(?®) field, code is used
and up to 2 symbol errors can be corrected™.

An RS code with 8bit symbols will use a Galois
field GF(2®), consisting of 256 symbols. In decoding

Reed-Solomon code, we should calculate the
Syndromes as in equation 1.
Let

C(X) = 2) =0n—1 CJXJ
Be the Transmitted polynomial, and let
r(X)= ZJ.:On-lrij

Be the received polynomial. Then error pattern of
the channel is

MER n4e ZRH A A it

(309)

Received data . , Syndrome S,
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Fig. 1. Syndrome calculator of RS codec.

E(X)=Z,_ 1 EX

Where E;(j =0 to n—1) are error values. Here
Syndromes are defined as

S, =E(")i=0,1,-,2t—1) (1)

For t error correction coding.
for finding FError values ~and
positions, syndrome calculator shown in Figl is

used®,
Now if there are t errors, error values are En(n=0,

In this paper,

2---, t-1) and their positions are a'"(n=0,1, -, t-1).
Then Let

ﬁ](j :0’1’...’1-/—1):ajn(n=0’1,...7t_1)
and Error Locator poljrnomial is defined as

5(X)= (X—IBO)(X_/B1) (X”'/Bt—l)

= Zk=0th5t—k @

Now Newton's identities are following set of
equations.

321t 8im iy 8 =84 (v=0,1,2--,t—1) (3)

These equations are for t error correcting
Reed-Solomon codec™. Now let’s define -

A= [Sy-1Sur11Svsot]T for i=0,12,v—1  (4)
Here If
F(v—1)=det[AgA, Ay A, ] )

Then if F(v—1)=00 and F(v) =0, there are
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v errors in the One Reed Solomon codeword™.

In these days, Equation (3) are solved using only 1
Multiplier and embedded Software coding to control
the Main CPU core(Noramlly Arm core) of the
system(Digital A/V system, for example, CDP, DAT,
HDTV, etc.). So we get the coefficients §; ‘s of error
locator polynomial (2).

III. Classical Chien Search Machine

In this section, we describe 2 types of currently
used Chien search machine™ ?. The machine here and
New design described in next section can be applied

to finding any number of Errors in the code word.

1) First type

For less than 3 symbol errors in the RS ECC
decoder, please see the Author’'s another paper[l’ 3
For more than 4 symbol errors in the RS codeword,
we usually use Chien search machine shown in Fig.
29 If Chien search machine is used for less than 3
symbol error case for RS decoder, it is very
inefficient in speed and costwise. Chien search
machine finds out all the solutions(ie., error
locations) of error locator polynomials, Equation (2)
(in this case order of the equation is 4, so there are 4
solutions for the equation (6) . Synchronized to the
clock pulses, The Multipliers are connected to the D
type F/Fs and They output o, o, o, o™, So
The machine’s out Z becomes 0 when o' is the
solution (i.e. ,error location). In this way, the Machine
finds out all 4 error locations sequentially (increasing
order). Definitely for more than 5 error case, in same
way the machine works.

Following Fig. 2. is a typical Chien Search
Machire finding 4 symbol errors. But as you see, the
circuitry is relatively complex and the speed is slow
since everytime it iterates it requires accumulated
multiplication, so becomes slow. The number of
multiplier in GF(Z®) field is 7, and there are 4 8-bit
Filpflops(Registers).

The output Z=6,+a'0;+a”s,+a" +a* =0,

Reg "
e
l_ gl
Reg
Reg
Reg

[N

a3 2. A HW fgo Xd BHAMI| F=@E
4zs 272 B9

Fig. 2. Type 1 Classical Chien Search machine.
(4 Error case)

ROM

83

6I l’al

LI
Z out Generator as in Fig. 2
*Equation (6) implemented

lZ

a8l 3 F e ol x| BT S
Fig. 3. Type 2 Classical Chien Search machine.

I

when o' is correct error position.

The Gate Count for Z out Generator(Equation (6)
is same as in Fig. 2. But I to o' Transform ROM is
anyway needed for other part of ECC block also,
then Type 2 is definitely simpler than Type case
(Type 2 needs only 3 Multipliers comparing 4
Multipliers of Type 1 case (excluding Zout cct) and
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no needs of Flip Flops. Also clock cycle period of
type 1 is longer than 3 series propagation delays of
type 2 case, so Type 2 Processing speed is faster
than that of type 1. '

Z=26,+0a'6;+ a8, + a*' 6, + o (6)

IV. New Chien Search Machine Design for
Reed-Solomon Decoder in GF(28)

In this chapter we describe new chien search
structure  using GF®®) to  GF@)
Transformation®. Let's see Fig. 4 for the whole
structure of the machine. The structure is composed
of 3 parts (Transform part, HW of each exponent
implementation, Z out generation part in GF(2Y).

machine

Here we don't need Inverse transformation from
GF(2Y) to GF(2®), so resulting in additional saving the
hw circuitry of the machine. The main idea of saving
the HW circuit amount is the big simplification of

i
ROM
dto ah

inGFE®

GF(%)
To

GF Q%)
Transfo
~-rmer
CCT

4i

8:8; 8 | 8, InGF29 L
A 1 l l A A
Z out Generator as in Fig.2

For GF(2%)
*Equation (6) implemented

J8 4. M2 8o xj
@s 279 A9
New Chien Search machine Block Diagram.

{4 symbol Error case)

Fig. 4.
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HW circuit in GF(Z") field and *#2 circuit is much
simpler than the multiplier circuit in GF(Z") field®.

Let’s analyse the Circuit in Fig4. There are 3 Kind
of subcircuits in the machine. 1st Sub block is GF(2®)
to GF(?") Transfer circuit. The logic equation is as
follows™.

[F A=A0+BA1, where A, BeGF(2%)

And A0,A1€GF(2%) (7

Also A = (b0,b1,b2,b3,b4,1b5,06,b7) and
A0=(Z0,71,722,23), A1=(24,25,26,27)

Z0="b0+ bl + b5
Z1=Dbl+b3+1bb
Z2="0b2+b3+ 16
Z3=Dbl+b3+bd+16
Z4=Dbl+2+b3+15+b6+ b7
Z5 = b2+ b5+ 16
Z6=Dbl+1R2+ 13 +bd+ 15+ 1b
Z7=bl+b3+bd+1bb

(8

Now Multiplier in GF(2) is IF

C=AB
= (A0+ BA1)(BO+ $B1)
(Co+BC1)

where A0,A1BOBLCOCL € GF(@2).
Then

C0=A0B0+ A1B1 )\, AEGF(2?)

Ci=A0B1+A1B0+ A1B1 ©)

So the Multiplier in GF(2" requires 4 mutipliers
over GF(2), 3 adders over GF(Z") and a A muitiplier
over GF(2*). Now IF A=B, then equation (9) becomes
#+2 (Square) circuit in Fig. 4. In this case(9)
becomes equation (10) as follows.

Co=A0%+A1% )

Cl= A1 (10)

This circuit of equation (9) is really simple as if
A0 =(x0x1x2x3), AY =(x0+x2+x3x3x1+x3x2+x3)
and AAQ is (x3,x0x1x2+x3), because AAO is, when
A0 =x0+xLA+x2N+x3A% x0A+ x1 A+ x2 N
+ x3 A =(x0+x2+x3x3x1+x3,x2+x3) and AQ is x0 +
x1 A% + x2 A + %3 A° =(x0+x2+x3x3x1+x3x2+x3)
using\ = A® + 1 (the primitive polynomial of GF(2").
So AQP A=(x2+x3,x0+x2+x3,x3,x1+x2)",
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\ (EXOR gate)

N Y3

X0 » T
T —
e
Y1

J3 5 A2 A @M3 =z
Fig. 5 A12 A =( Y2+Y3YO+Y2+Y3Y3Y1+Y2) Gircuit.

“A1=(Y0,Y1,Y2,Y3).

So the equation (9) requires9 EXOR gates totally
and Al A circuit is drawn in Fig5.

<Examplel >

If the Error locator polynomial over GF(2®) is

x+a)X+a?)X+®)X+ah)

=X+ X% + X%, + X5+,

So 6, =a"% 8, =a",6,=0a",6,=a'"

These Values
Newtonian

are normally
identity equations

calculated from

(3) using known

[8]

Syndromes™. Now Find 4 correct error locations

a, o’, o®, o' using New Chien Search Machine.
<Solution>

All 5;I=1t04)) and &'( i=l )are transformed
to GF(2") elements using equation (8) as follows®.

® = of + Ba’
5y = a®! = 010 + 8o

63 =a =1+ Ba'?

5, =a' =a"+ Ba'? Also
o' Ta=a’+ Bal

h=a

Now using Suare circuit (+*2) and Multiplier
circuit for Equations (9) and (10) in Fig.4, we find in
GF(2") field

2

2
6

'=a’=qd"+fa" and
¥ = o = o + Ball,

4i_ 4
ot =a' =a’+ pa

Finally Zout Generator detects whether out is zero

(312)
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or not as follows,

LSB Part in GF(@, a?+a®+a+a’+a®=0
and MSB Part GF2), a+a"+a'+
®+a'*=0. So € GF®) is really correct Error
position. For o!( 1=234 ), we find They are also

in

correct error positions.
* %k See EX2 for i=2 case !!

<Example 2>

For i=2 case : Now let’s verify that o is another
Error location.

<Solution>

o =a’=0o’+pBa" using Transform circuit, In

Fig. 4 (Equation 8) and similarly,

o% =o' =a® + fat

ofi = o = oM+ gd]

o =a = a2+ ga?
using Square circuit and Multiplier of Fig. 4 in GF(2%),
Now Finally we find Z out is also Zero and catch that
o’ is also Correct Error position.

V. Conclusion and Discussion

Classical Type 1 Chien machine is better for
System synchronization control than Type 2 machine
so more widely used than type 2 machine .

So here we compare type 1 and New Chien
machine for gate counts and speed. Anyway Type2
is smaller than Type 1 machine, and has about 80%
gate Counts. Type 1 machine and New machine has
same Z generator equation. But gate countes are
different from each other. If we assume F/Fs of
Type 1 machine and ROM of new design have
almost same size, so we ‘d better compare the circuit
section just after F/F and ROM{ to o!) of two
Chien machines. Table 1 shows the summary of 2
machine comparison.

Here We see our New Design is really Cost
efficient (Gate Count of New design is about 57%
gate count of the old design). Also, The speed of
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1. DnHEA X oAz xd ojrlel 3zA On Computer, Vol.C-33, No.10, pp.906-911(1984).
AHe =9} A AP0} HO|E) 44 H|LE [9] Shu Lin, Daniel J. Costello, Jr, “Error Control
Table 1. Gate count Comparison between New design Coding,” Prentice-Hall, pp.240~261(20044).
and Classical Chien machine.
#of EXOR |# of
gates ANDgates Remark
Classical . .
Tyopeil ™m=-51| TXoteaag | . Molipliers in
. GF(2)
machine
4  Multipliers and
2Squaring circuits (
New Chien|5X13+4X75+ x2) in GF(Z"). Also
Machien  [2X9-383 XBIRIGE 0GR
Transfer Circuit for
d; s and a

New design is faster than that of Type 1 machine
since propagation delay path is much shorter for New
design than for Type 1.

Future Work is for Economic design of Reed
Solomon Encoder™, Here we want to design very

fast and low cost GEF field Arithmatic operator

circuit?,
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