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Abstract - A topology optimization methodology, nsmed “smouoth boundary topolegy optimization,” is proposed to overcome
the shortcomings of cell-based methods. Material boundary is represented by B-spline curves and their control points are
considered as design variables. The design is improved by cither creating a hole or moving control puints. To determine which
is morc heneficial, a selection criterion is defined. Once determinced fo create a hole, it is represented by a new B-spline and
recognized as a new boundary. Because the proposed method deals with the control points of B-spline as design variables, their
total number is much smaller than cell-based methods and it ensurcs smooth houndaries, Differences between our method and
Ievel set method are also discussed. It is shown that our method is a natural way of obtaining smooth boundary topulogy design

effectively combining computer graphics technique and design sensitivity analysis.
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1. Introduction

The concept ot topology optimization is motivated 1o
determine the layout of a structure by changing the number
of holes and the boundary shape. This research arca began
with a cell-based approach where the parameters of each
design cell (which is often represented by a finite element)
arc determined. Bendsee and Kikuchi utilized a homogenization
method for structural optimization [4]. This method computes
the macroscopic material properties by changing the para-
meters of the size and the orientation of cach microvoid.
Yang and Chaung [36] described a relationship between
the density and elastic modulus using an empiical formula
which is known as solid isotropic material with penalization
(SIMP) [5,24]. An approach that removes design cclls in a
structure was also proposcd. One ol the simple ways is to
remove the finite elements iteratively where the minimum
stress values are detected. Xie et al. [7,18,31,35] introcduced
this methodology with the name, “evolutionary structural
optimization (ESO).” Another method thal removes finite
elements bascd on the sensitivity analysis was also attempted.
A topological sensitivity was introduced by Sokolowski and
Zochowski [27]. An infimitcsimal hole is introduced in a
domain and a topological sensitivity defined as the perturbed
amount of a cost function divided by the volume of the
infinitesimal hole. The “hard kill" method was proposed
[22] by eliminating finite elements with small topological
sensitivities. Other ways of defining topological sensitivities
were found in Novotny ct al. |22] and Garreau et al. [11].
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Even though the cell-based topology optimization has
been attractive as a working tool for structural optimization,
an extra work is needed to obtain smooth boundaries for
practical applications. Several techniques of postprocessing
the cell-based result to obtain a structural model with para-
meterized boundary are found in [19,30]. Several methods
of topology optimization dealing with smooth boundaries
have been performed, including the “bubble method” by
Eschenaver ¢t al. [10]. They defined a charac-teristic function
to determine the optimal position of a hole which is rendered
by a geometric tunction. The Jevel set method [26], the
technique to represent the propagation of boundarics at the
zero-level of a level set function in a Hamilion-Jacobi type
equation, was utilized [or shape optimization [1,34]. Recently,
the level set method is successfully combined with the
topological derivative so that a topology change (hole
generation) can be cvoked [1-3, 6, 21, 26, 34]. Because
these methods deal with the change of the boundaries,
the result ensures smooth boundary and uniform density,
which are strong points.

In this paper, a ncw version of topology optimization
using explicit boundary representation and a new criterion
for hole generation is proposed for similar motivation. The
idea is simple combining smooth boundary representation
and hole generation capability utilizing lopological sen-
sitivity. Shape oplimization with B-spline curves is the
basic scheme for boundary cvolution. The topelogy is
improved by cither creating a hole in the domain or merging
any two holcs as shown in Fig. 1. Afier an optimization is
complete, one has parametric information (location of the
control points) allowing smooth boundary. Therefore, il is
named “smooth boundary topology optimization (SBTO).”

Because SBTO is proposed under the same motivation
with the level set method, the optimization results look similar.
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Fig. 1. Basic concept of SBTO.

The difference between them is discussed in Section 5. The
content of this paper is as follows: In Section 2, the main
concept of the proposed topology optimization is explained.
In Section 3, several imple-mentation issues are discussed,
such as constructing finite element model and setting up
the move ranges of control points in shape optimization
procedure. The feasibility of the methodology is shown in
Section 4 with two examples.

2. Method

The main procedure is basically shape optimization using
B-spline. All control points of B-spline are free to move in
an achievable zone (D in Fig. 2 (a)). “Nonpenetrating zone
(D")” is a zone where no entrance of a control point is allowed
and indicated by a cross-hatched area. The procedure brings
in a new topology when (1) a holc is generated or (2) any two
boundaries merge and thus the number of design variables
changes. For the second case, onc can change the topology easily
by checking intersection; if’ any two boundaries intersect, the
control points of the overlapped part are wiped out and a
new boundary is reformed as shown in Fig. 2 (c). For the
first case (hole generation, Fig. 2 (b)), however, a quantitative
scheme is necessary to compute the influence of making a hole
on the design performance. A selection criterion, SC, is introduced
for this purpose which is explained in the following section.

Achievable zone (D)

‘‘‘‘‘‘‘ Design domain ()

Nonpenetrating
zone (D°)

Hole mergence
If any two overlap » % Control point

Kl o

m Intemnal element
@ Boundary element

4
ki

B-spline

2.1. Selection criterion

In a minimization problem with one inequality constraint,
a selection criterion (SC) is defined as the sensitivity of
the objective function divided by the sensitivity of the
constraint with respect to design variable 5; as follows:

sc=-¥1.
g i

y |, and g’|, are the design sensitivity of the objective
function and the inequality constraint, respectively. SC,
indicates the ratio of the improvement in the objective function
to the sacrifice in the inequality constraint due to a change
in design vartable b;. In most normal cases, inequality
constraints and the objective function behave in opposite
direction, and SC normally has a positive value: In the
case of the compliance minimization, for example, the
objective function {compliance) increases and the constraint
(typically volume) decreases when material is removed.

A physical meaning of SC is illustrated in Fig. 3. The
horizontal axis is for design variable, b, and the vertical axis
for function values. The origin of the graph indicates the current
design. The function values of the objective function and the
constraint may be different but are drawn at the same position.
The angle between the horizontal axis and the arrow indicates
the sensitivity value of the objective function and the constraint,

B Elements (100% density) %

Design boundary (I') MBE Elements (density less than 100%)
Control point . g::l‘:‘;; g:;y”;m
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@ (b) ©

Fig. 2, Implementation of SBTO. (a) Domain setting, (b) Implementing topology change (hole generation), (c) (hole mergence).
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Fig. 3. Physical concept on selection criterion.

marked by y’|; and g’|,, respectively. In Fig. 3 (a), for any
two design variables (b; and b)), the case where g¢'|,= gl i
and W, <vy| ; I8 investigated. In the minimization problem,
we must avoid a rise of ¥/ and #; is taken as a better way of
design improvement (5C; < SC). In the case of y'| =y'|;
and g'|,> g'|j (Fig. 3 (b)), on the other hand, we take &y
because a drop of g is the beneficial decision when the upper
limit for the constraint exists (the volume must be less than a
specified quantity, for example). In this case, SC;>SC,. To
summarize, the smaller SC 1s taken lor design improvement in
both cases.

Consider a fimte clement model composed of M internal
finite elements and its design boundary using a sel of control
points of B-spline (the sum of total degrees of freedom
is NDV, the number of design variables). An internal finite
element denotes a finite element not connected 1o the design
boundary. Every iteration two kinds of SCs are calculated
as follows:

hol rthole
SChote=_y' m=1,.,M,
g
risha,
scjh“p%—‘il Y i=1..NDV, (2)
g i
hole shape N . e . .
SC,, and SC; refer 1o the opological sensitivily ratio

when a new hole is generated at the m-th clement and the shape
sensifivity ratio when the ith design variable from control poinis
Moves, resl!)ectlvely Becau%e the smaller SL 1s taken for a better
design, SCI" = min,(SCH™) and SC™™ =min(SC."™")
are compared. If SCMI= §C f,',‘:,"‘f . aboundary modification is
regarded as the more advantageous way. In this case, one
does not change the topology and continue «.hali)c aptimization
with the given control points, It SCM < SCMP¢ powever,
it is judged that making a new hole is the more advantageous
way which changes the topology of the domain.

2.2 Sensitivity analysis

During the optimization procedure of SBTO, two kinds
of design sensitivities arc calculated: the topological sensitivity
and the shape sensitivity with respect to the B-spline's
control points. The sensitivity for compliance in two-dimensional
elasticity system is mainly concerned in this paper.

A topological sensitivity is introduced in [27], and derived
by an application of the asymptotic analysis in singularly
perturbed geometrical domains for a class of clliptic cquations
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including the two-dimensional elasticity system |27] and
three~dimensional clasticity system |28]. Recently, an alternative
way is proposed lo compute the topological derivative based
on the shape sensitivity analysis concepts in [22,23). These
studies mainly focus on the topological derivative with respect
to a void, which provides information about the variation
of the shape functional due to creation of a small hole. The
topological sensitivity can be also proved with the help
of a domain truncation technique [11]. In this paper, the
topological sensitivity formulation in [23] is taken among
them and the topological sensitivity for compliance {or
total potential energy) in two-dimensional clasticity system
is given as tollows (Neumann boundary condition on the
boundary of the hole):

3v-1

2(1-v?)

where arand £are stress and strain tensor, and v Poisson’s ratio.
The shape sensitivity with respect to a B-splinc control
point is obtained by replacing the velocity field in the
sensitivity [ormulation with the curve change of B-spline. A
pth-degree B-spline curve is defined as follows [25]:

w'=%a~c + trotre 3)

Clu)= Y Ny )Py

k=0

where P, are the control points, Ny (%) arc the pth-degree
B-spline basis functions {(p =2 is chosen in this paper),
and # is knol variable. Let U= {u,. . .,t,} be a nondecreasing
scquence of real numbers, ie. #, < Uy, ¥ =0, ..., m— 1.
The u, are called knots, and U is a knot vector, The
direct differcntial of Eq. (4) is substituted for the velocity
field in the shapc sensitivity formula from [12], and the
shapc sensitivity with respect to the B-spline control point
is obtained as follows [17]:

Y= [ J" IZ o 3}1 f p(u)Jdu]ol’

INES

where J is Jacobian (dx/dr), ug and u, are knol variables
corresponding to the starting and end point, respectively.

2.3 Optimization procedure
The optimization steps are summatized as follows:
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Step 1 : Represent the initial design domain with several
control points of the B-spline boundary.

Select design variables (movable contro) points).
Assign move ranges of the design variables.
Perform an iteration of shape optimization (by
sequential quadratic programming, SQP) to find
the new locations of the control points selected in
Step 2.

If any two separate boundaries interfere, perform
merge operation and go to Step 2. Otherwise, go
to Step 6.

Calculate design sensitivity and compare SC™'
and SCH If SCP¥ <SCHP° | create a new hole
with a new set of control points and go to Step 2
(see Fig. 2 (b)). Otherwise, go to Step 7.

Check convergence and side constraints (move
ranges). Go to Step 3 if the optimization is not
converged or there exists an active side constraint
that does not meet a nonpenetrating condition
(the case that additional design improvement is

possible.). Tenminate the optimization otherwise.

Step 2.
Step 3
Step 4 ¢

Step 5 :

Step 6

Step 7 :

3. Issues for implementation

3.1 Fixed grids

The finite element model of “fixed grids” is used instead
of automatically generated mesh. The uniformly distributed
squares which cover the design domain (€2) form the finite
elements as shown in Fig. 4. For the element that overlaps
a boundary, the concept of “NIO element” in FG ESO [15]
is used; the density o is designated using the equations in Fig,
4 where g, is the material density of internal elements. The
fixed grid has the advantage that it 1akes less time to generate a
finite element model than an automatic mesh generation.

3.2 Move ranges setting
Much literature is found on the use of B-splines for shape
optirization; nevertheless, they are mainly concerned with

e
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Fig. 4. Density for element overlapping boundary.
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the movement of a few control points or only the change of
a segmented boundary. In this paper, however, the sensitivity
of every control point is investigated so that a drastic and
overall change of the domain shape is possible. The problem
during the shape optimization is that the design boundary
of the B-spline could get entangled while each control point
is seeking for an optimal position. In order to prevent this,
move ranges are assigned for every control point {Step
in Section 2.3). '

Fig. 5 shows a way to set up move ranges adopted in this
paper. The control points are divided into groups, each of
which represents a separate closed B-spline. A move range
of a control point (Py) is assigned, after finding the closest
control point in the same group (P in Fig. 5 (a)), with a
side length of

Ly=Rxmax(| sinf|,| cosé ). (6)
R is the distance between the current control point (P} and
the closest control point (£,), and &is the angle between
the horizontal line and the line PyP,. Some move ranges
are shown in Fig. 5 (b). The control points in the same
group are considered finding the closest one (P} because
this bound is only for prevention of any entangling. The
move range for point P; is repeatedly updated every iteration
according to the following equation:

Pl =P{~05%L, Pu}=P+0.5xL, 7
Pl,-y= P,}—OS thPu{_yz PI:Y+0'5 X L"’

where P and P are the x and y coordinate, PI;" and Pu;’
the lower and upper bound of P;", and PI;” and Pu;” the lower
and upper bound of P;”. In the casc that a move range
partly includes a nonpenetrating zone (D), it is reduced so
that it does not penetrale DC. For example, the move ranges
for Py and P in Fig. 5 (b) overlap D, and they reduce along x
and y direction accordingly. It is noted that, for simplicity

———a %
ab
“i‘h P= 20X
¥ty
\_‘* -
s 2 —ab
3 L= fhy % S
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Fig. 5. Setting up move ranges.

of numerical implementation, any coniliction of the nonpenetration
constraint is checked by the nonpenetration of a control
point instead of the curve itself.

4. Examples

The finite element analysis is done with ANSYS and
PLANEA?2 element is chosen, and SQP algorithm in DOT
[32] is used.

4.1 Short cantilever

The first example is design optimization of a short
cantilever. The compliance is to be minimized and the
volume is constrained to be less than 50% of its initial
value. The feft wall is fixed and a force of 100 N is applied
downward at the center of the right edge as shown in
Fig. 6 (a). The left wall is assigned as a nonpenetrating
zone as shown in Fig. 6 (b). Two control points close to
the loading point are fixed (black spots in Fig. 6 (b)),
and they are not used as design variables. The control
points attached to the left wall are restraincd such that
they can move only along the vertical direction. In this
problem, a total of thirty five control points (total degrees
of freedom is S1) with a 60 x 30 mesh arc used in the
winitial model. The design optimization history is shown
in Fig. 7.

In the beginning, a small hole near the middle of the
left edge is created and soon merged with the left edge.
Because only the left wall is designated as a nonpenetrating

zone, control points can move anywhere except beyond
this wall and the optimal design is obtained expanding out
of the initial design domain, resulting in two bar truss
structure with the volume constraint satisfied. The objective
function, compliance, is reduced from 3.750 to 1.710 J.

Fig. 7 (b) shows the optimization history chart. The valuc
of the objective function (compliance) and the constraint
(volume) together with the number of design variables are
shown in this chart. The objective function refers to the
percentage value with respect to the initial volume. The
constraint is divided by its initiak value and 1 is subtracted,
and the constraint is violated if this value is positive.
DOT recognizes a constraint to be violated numerically
if its valuc exceeds a prescribed tolerance of 0.003 [32],
which is indicated as the dotted horizontal line in the chart.
The curves lor the objective function and the constraint are
disconnected in the pivot phases, where a ncw hole is
gencrated, or any two holes are merged (Step 5 and 6 in Section
2.3). In this case the number of design variables changes.
The objective function and constraint lines arc also discon-
nected when the move ranges are reset after the shape
optimization is converged (Step 7 in Section 2.3). In this
case the number of design variables does not change.
Initially the number of design variables ts 51, rcaches
up to 152, and finally ends up with 59. The optimization
process is converged to have 45.6% of its initial compliance
with the constraint satisfied after 46 pivot phases.

For this problem, a hole size of a finite element is a possible
choice; One can find from the chart that there is little change

R Y

(b) (€}

Fig. 6. Cantilever problem. {a) boundary condition, (h) nonpepentrating zone set |, (¢) nonpepentrating zone set 2.
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Fig, 7. Optimization history for nonpenetrating zone sel 1.

on the functional values when a hole is generated (maximum
change on the objective function is 0.13% at the 71st step.).
At the 104th step, several holes are merged at the same
time with about 6.6 % of the change on the objective function,
which is the maximum among hole-merging cases.

The same problem is solved with a different setting of
nonpenetrating zone: the upper and lower walls are added
as non-penetrating zones (Fig. 6 (¢)). In this problem,
the compliance is increased to 5.158 ). This shows that
the volume is constrained but there is little allowance for
better arrangement of the material to reduce the compliance
lower than the initial. The design procedure and the optimi-
zation history chart are shown in Fig. 8. At the beginning,
it follows almost the same history as the first half of the
first problem and converges at 138% of the initial objective
function value with 118 design variables. The computation
is done with an Intel Pentium 4 processor (2.40 GHz), and
the total calculation time is 70 and 28 minutcs, respectively.

4.2 Hip prosthesis stem design

Topology optimization of hip prosthests stems is motivated
as a practical case. Stress shiclding is an important factor
for stem design. This often occurs in the cortical bone
adjacent to the femoral stem due to the difference in the
elastic moduli of bone and prosthesis. Any large difference
in stiffness causes a reduction of the tension/compression
load or bending moment to the part of the bone and decreases

DED
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bone masses [20]. This weakens fixation between the bone
and prosthesis, and can be a cause of a revisiting surgery.
Even after titanium was introduced as a biocom—patible
excellent material, there is still the problem of finding an
optimal shape of hip prosthesis to reduce the stress shielding
[13,14,16]. IHuiskes and Boeklagen [13] performed numerical
shape optimization on an artificial hip joint, to reduce a
weighted sum of strain-cnergy density (SED) along the cement/
bone interface.

‘Topology optimization is now proposed as a new design
concept. For the stem, holes should be allowed. This can
enhance fixation due to the cement filled in the holes.
Reflecting this purpose, a new optimization formulation
is made considering the following two aspects: To generate
holes Lo enhance fixation, and to reduce the volume for light
structure.

4.2.1 Problem definition

Three different loading cases for hip prosthesis are described
by Kowalczyk [16] which are a stance phase of gait and
two extreme situations during normal activities. In the
simplified model, only the joint head force is considered
which is applied at the head pin. The joint force data are
summarized in Table 1 and Fig. 9 (b).

The hip replacement model with cement is usually composed
of three different parts: hip prosthesis stem, the cement
layer, and the cortical bone. In order to use the sensitivity

5 w o P
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3k 402
g ?zw L
4 3 ExY
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T ] 827 o7

Fig. 8. Optimization history for nonpenetrating zone set 2.
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formulation of Eq. (3) and Eq. (5), howgcver, only the
stem part is modcled replacing the others with some
equivalent boundary conditions. Considering cach loading
case, the boundary condition is found by trial and error
such that the distributions of von-Mises stress/strain and
shear stress/strain remain similar. In the present paper, it is
determined so that the stem has bending almost the same as
the original medel; all the y-directional nodal displacements
at the bottom and the x-directional displace-ment at the
midpoint of the right edge are fixed as shown in Fig, 9 (b).

For the new hip prosthesis to be designed, generation of
holes should be included to enhance tfixation. The stiffness
of the structur¢ need not be large because biomechanical
alloys arc adequately stiff compared with bone. Therefore,
instead of minimizing compliance as done for usual formulations
of structural design, the optimization problem is now defincd
to minimize volume (to induce hole generation) whilc keeping
the compliance to be less than its initial valuc:

min ¥ = Volume

Table 1. Numerical data for loads; angle is measured from the
horizontal axis

. Joint foree
Loading cascs

Value (N} Angle (deg)
Stance phase (F|) 2317 -104
Extreme casc 1 (I2) 1158 =75
Extreme case 2 ([3) 1548 -146
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Fig. 9. Tnitial model and boundary conditions.
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s.t, g=Compliance < g,
where g, is the initial compliance of the structure.

4.2.2 Model description

Fig. 9 (a) shows the initial model for the topology
optimization, A total of 38 control points are used to render
the initial design boundary. Because it is desired (o retain
a wide proximal part in order to prevent stress shielding
[13, 14, 16], 11 control points around the head pin and
the proximal part are fixed. The 14 control points in the
distal part arc also fixed to maintain its tapercd shape which
enables an easy inscrtion of the stem and prohibits unexpected
air insertion [9]. The initial move ranges for the 13 movable
control points are set by Eq. (7). In this problem, a non-
penetrating zonc as shown in Fig. 9 (a) is assigned in the
cortical bone; the design boundary is not allowed to
penctrate this region. The three loading cascs (Table 2)
are used in this optimization.

4.2.3 Results

Fig. 10 (a) shows the optimization history for the first
loading case, ). The value of the objective function (volume)
and the constramnt (comphance) together with the number
of design variables are shown in this chart. Initially the
number of design variables is 26, reaches up to 52, and finally
ends up with 48. The optimization process is converged to
have 85.4% of its initial volume with the constraint
satislied after 15 pivot phases. The total calculation time
is 29 minutes under the same computation environment
with Section 4.1.

The results for different loading cases arc shown in
Fig. 10 (b). In the second example, the direction of the
rib is almost coincident with the loading direction to
support bending. In the third example, however, no hole
is generated and the bellied shape in the middle part is
obtained Lo support the axial load. It is shown that the
hip prosthesis with holes is obtained when loads unparallel
to the head pin are considered.

4.2.4 Discussion

‘To obtain meaning[ul results, varving loading conditions
must be considered with more elaborate model of the
total hip. The results obtained here have demonstrated
feasibility of the SBTQ as an applicable tool for complex
systems. Also it is interesting to obtain a hip prosthesis
with at Icast two holes as a new design.

Table 2. Comparison of SBT(} and Level sel method on shape optimization

Factors

SBTO (by B-splinc)

Level set method

Updated information
Data sampling
Oplimization cngine SQp
Updated information

Re-initialization No

Hole generation

B-spline’s control points
nonuniform

B-spline’s control points

Comparison of SCs

Level set function value
uniform
Level st equation
Level set function
Yes
Insertion of soft matenial |6, 21]
Adding a forcing term 3]
Generating hole(s) periodically [2]
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Fig. 10, Optimization result of hip prosthesis. (a) optimization history for the first loading case, (b) Comparison of the design for each loading case.

5. Comparison with the level set method

The excellence of the level set method to structural design
problems has been reported in the literature [1-3, 6, 21,
26, 34] and it is worthwhile to compare with SBTO in
this section for the following aspects: (1) boundary represen-
tation, and (2) combining with topological sensitivity.

5.1 Boundary representation

SBTO uses the parametric information (control points of
B-spline) whereas the level set method represents the
boundary implicitly by interpolating the level set function.
In [8], the respective advantages and disadvantages of
the two approaches of parametric and implicit contour
representation are compared in terms of image process. Note
that SBTO corresponds to the parametric representation. The
main advantage of the implicit representation is obviously
its ability to change automatically the contour topology
during the deformation. This property makes it well-suited
for reconstructing contours of complex geometry. Furthenmore,
on implicit contours the data-sampling is uniform and the
resolution is constrained by the resolution of a regular grid.

One of the required steps in the level set method is
the update of a narrow band around each contour. In
fact, the update requires periodical re-initialization of
the level set contour [1] to ensure that the level set
function stays well-behaved; the level set function often
becomes too steep to have a good approximation of the
normal direction or of the curvature. A widely used way
to this was given by [29]. Consider the partial differential
equation

¢=sign(¢)(1-V g}, ©)

where sign(¢) gives the sign of the level set function, 4.
Given any initial data for ¢, solving the above equation
to steady-state provides a new value for ¢ with the property
that [V ¢|=1, since convergence occurs when the right-
hand side is zero. The net effect is to “straighten out” the
level set on either side of the zero level set and produce a
¢ function with [V ¢|=1 corresponding to the signed-

distance function. One potential disadvantage of the above
scheme is that considerable motion of the zero level set
can occur during the re-initialization [26], since the sign
function is difficult to pinpoint the exact location of the
front. Morcover, the frequency of the re-initialization is
another issue to be determined, which may also affect
the optimization result [33].

On representing boundary change using SBTO, the
number and the location of control points can affect the
result. In the cuirent version, a “sufficient” number of control
points are assigned in the initial model. When any two
approach each other within the distance of a finite element
size; the (wo points are considered as one, That is, one
of them is taken out. Although only the meaningful control
points remain and the others are “filtered out” through
this elimination, a vertex sampling may not be uniform
because no additional realiocation step is provided. There-
fore, this number needs to be chosen rather carefully, to
sufficiently represent boundary with appropriate DOF
and not to spend too much time in optimization.

5.2 Hole generation

Recently, the generation of a hole is equipped in the level
set method by combining with a topological sensitivity. Mei
and Wang [21] incorporated the level set method and
the mutti-material topological sensitivity. In their research,
the topological sensitivity describes the relative change ratio
of the objective function when material is substituted in
one point of the design domain. A similar approach is shown
in [3], where the insertion of a soft material is considered in
order to simulate a void. Burger et al. [6] included a forcing
term in the Hamilton-Jacobi type equation in order to cause
negative values of the level set function if it is favorable
to add a hole at this position. The forcing terin is chosen to
be linearly dependent on the topological sensitivity, such
that the topological sensitivity has higher influence where
the topological sensitivity is negative in material. Allaire et
al. [2] perform the hole generation from time to time
and showed the frequency of the hole generation affects
the optimization results.

In this paper, SC is introduced to decide the time for a
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hole generation, which is defined by the ratio of the sensitivity
of the objective function to the sensitivity of the constraint.
Because SC™* and SC*™* is compared every iteration,
no user-defined parameter on the frequency of hole gencration
is required as used in the level set method. These points
are summarized in Table 2,

6. Conclusion

A concept of topology optimization named SBTO was
presented. The main point is that one can do topology
optimization not by finding the optimal density of cach
finite element but by finding the optimal location of
each control point and creating a hole if decided beneticial
by comparing SC values. This guarantees uniform density
through the whole design domain and smooth boundary
during and after optimization. Using this methodology, neither
separate filtering nor image processing is nccessary because
there is no zigzag boundary or checkerboard pattemn. Moreover,
no user-defined parameter such as the frequency of re-
mitialization or hole gencration is needed. The SBTO approach
was successfully applied o two topology optimization problems,
showing the attractiveness and the elegance of the new method.

A hole created with a small radius grows in most cases,
but takes too much time. An idea of overshooting for a
faster growth may be helpful. This is a future topic of
research to make the method practically applicable.
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