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Abstract

This paper proposes a novel data editing techniques with genetic algorithm (GA) in case-based reasoning
(CBR) for the prediction of Korea Stock Price Index (KOSPI). CBR has been widely used in varicus areas
because of its convenience and strength in complex problem solving. Nonetheless, cormpared to other machine
learning techniques, CBR has been criticized because of its low prediction accuracy. Generally, in order to obtain
successful results from CBR, effective retrieval of useful prior cases for the given problem is essential. However,
designing a good matching and retrieval mechanism for CBR systems is still a controversial research issue. In
this paper, the GA optimizes simultaneously feature weights and a selection task for relevant instances for
achieving good matching and retrieval in a CBR system. This study applies the proposed model to stock market
analysis. Experimental results show that the GA approach is a promising method for data editing in CBR.
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1. M2
Case-based reasoning (CBR) is a popular inference
technique and has been applied to many business
problems. The basic idea of CBR is to find a solution
to new problems by adopting solutions that have been
used in the past. Although most artificial intelligence
techniques pursue generalized relationships between
problem descriptors and conclusions, it just refers to
specific knowledge of previously experienced, concrete
problem situations, so it is effective for complex and
unstructured problems and easy to update.(12) CBR
is considered to be a five-step process shown in
(Figure 1-1).(1]

Input case

Input case
Retrieved cases

Validated
sofution

Case Base

Figure 1-1. The general CBR process
28 1-1. CBRY| Yeid ZzAlA

Among the steps of the process, the second process,
case retrieval, is the most important step because the
performance of CBR systems usually depends on it.[(7)
In this step, the CBR system retrieves the most similar
cases from the case memory, which become the bases
for solution of the input problem. Thus, it is crucial to
In particular,
feature weighting or selection and instance selection for

determine appropriate similar cases.

measuring similarity have been controversial issues in

designing CBR systems. There have been many studies
to determine these factors. Among many methods of
instance selection and feature weighting, GAs are
increasingly being used in CBR systems.

This paper proposes a new hybrid model of CBR
and genetic algorithms (GAs) for feature weighting
and data editing in the context of stock market
prediction. An evolutionary data editing technique
reduces the dimensionality of data and may eliminate
noisy and irrelevant instances. In addition, this study
searches the optimal feature weights for the relevant
features in case retrieval process.

The rest of this paper is organized as follows:
The next section presents the research background.
Section 3proposes the evolutionary instance selection
algorithm and describes the benefits of the proposed
algorithm. Section 4 describes the application of the
proposed algorithm. In the final section, conclusions
and the limitations of this study are presented.

Il. Research Background

2.1 Prior Research on Data Editing Techniques
Instance-based learning algorithms often faced the
problem of deciding which instances to store for use
during generalization in order to avoid excessive
storage and time complexity, and to improve
generalizability by avoiding noise and overfitting.(17)
Many researchers have addressed the problem of
training data reduction and have presented
algorithms for maintaining an instance base or case
base in instance-based learning algorithms.
Kuncheva(8) classified data editing techniques
{or instance selection techniques) into the following
three categories: Condensed Nearest Neighbor rule,
Generated or Modified Prototypes, and Two-Level
Classifiers. The following presents some basic
concepts of each category as described by prior
research. A detailed explanation may be found in

the references in this paper.
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Condensed nearest neighbor rule: Hart(5) made
one of the first attempts to develop an instance
Hart's algorithm, the Condensed
Nearest Neighbor rule, finds a subset S of the

selection rule.

training set T such that every member of T is
closer to a member of S of the same class than to
a member of S of a different class. Subsequent
work extended Hart's algorithm, specifically the
Selective Nearest Neighbor rule(11) and the
Reduced Nearest Neighbor rule(3). In addition,
Wilson(16) introduced the Edited Nearest Neighbor
algorithm and Tomek(15) proposed the All k-NN
method of editing.

Generated or modified prototypes: This category
is composed of techniques that establish new
prototypes or adjust a limited number of instances.
A large group of studies within this category are
implemented by artificial neural networks (ANNs)
including feature-map classifiers, learning vector
quantiziers.(9)

Two-level classifiers: This category employs two
or more classifiers and allocates a part of all
instances to the classifier which appears most
Tetko & Villa(14) proposed the
Efficient Partition Algorithm which is wused to

appropriate.

obtain an efficient partition of noisy instances,
whose distribution is proportional to the complexity
of the analyzed function. This is to focus the
training of ANN on the most complex and
informative domains of the data set and accelerate
They concluded that the

instances

the learning phase.
efficiently partitioned enhance the
predictability of ANN in comparison with a random
selection of instances.

Instance selection in instance-based learning
algorithms may be considered as a method of
maintains  the

knowledge refinement and it

instance-base.

In this sense, some researchers

proposed many data editing techniques for
maintaining the case-base in case-based reasoning
Smyth(13)

maintenance which is based on the deletion of

systems. presented an approach to

harmful and redundant cases from the case-base.
In addition, McSherry(10]) suggested an instance
selection method in the construction of a case
of the
contributions of candidate instances are based on
This

reverses the direction of CBR to discover all cases

library in which evaluation coverage

an algorithm called disCover. algorithm
that can be solved with a given case-base.
Although many different approaches have been
used to address the problem of case authoring and
data explosion for instance-based algorithms, there
is little research on data editing application in
business context. Thus, we propose a novel data
editing technique for the financial forecasting in
this study and address some new research issues
for the

techniques.

business application of data editing

2.2 Genetic Algorithms

Genetic algorithm is a popular optimization
method that attempts to
natural

incorporate ideas of

evolution. Its procedure improves the
search results by constantly trying various possible
solutions with the some kinds of genetic operations.
In general, the process of GA proceeds as follows.
First of all,

randomly which is called an initial population. Each

GA generates a set of solutions

solution is called a chromosome and it is usually in
the form of a binary string. After the generation of
the initial population, a new population is formed to
consist of the fittest chromosomes as well as
offspring of these chromosomes based on the notion
of survival of the fittest. The value of the fitness
for each chromosome is calculated from a
Typically,

accuracy (performance) is used as a fitness function

user—defined  function. classification
for classification problems.

In general, offspring are generated by applying
genetic operators. Among various genetic operators,
selection, crossover and mutation are the most
fundamental and popular operators. The selection

operator determines which chromosome will survive.
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In crossover, substrings from pairs of chromosomes
are exchanged to form new pairs of chromosomes.
In mutation, with a very small mutation rate,
arbitrarily selected bits in a chromosome are
inverted. These steps of evolution continue until

the stopping conditions are satisfied.(2)(4]

[ll. GA Approach to Data Editing for

As mentioned earlier, there are many studies on
data
algorithm. However, there are few studies on data
editing for CBR. Thus,
theories concerning data editing for CBR. This paper

editing for the instance-based learning

there are few relevant

proposes the GA approach to data editing for CBR
(GDCBR). The overall framework of GDCBR is
shown in (Figure 3-1). In this study, the GA
supports the simultaneous optimization of feature

CBR weights and selection of relevant instances.
Test cases Hold-out
cases
v
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Figure 3-1. Framework of GDCBR
T2l 3-1. GDCBRe| =Zafi2lel=
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The detail explanation for each phase of GDCBR
is presented as follows.

Step 1. For the first step, the system searches
find

parameters (feature weights and selection variables

the space to optimal or near-optimal
for each instance). To apply GA to search these
optimal parameters, they have to be coded on a
chromosome. The value of the code for instance
selection is set to ‘0 or 1. ‘0 means the
corresponding instance is not selected and ‘1I'means
selected. Because a sign for each instance selection
requires just 1 bit, so 7 bits are required to
implement instance selection by GA where # is
the number of total instances. On the other hand,
the codes for feature weights are varied in some
range specified.

The population (a set of seed chromosomes for
finding optimal parameters) is initiated into
random values before the search process. And, the
encoded chromosome is searched to maximize the

specific fitness function.

Step 2. In the second step, the parameters that
are set in Step lare applied to the CBR system
and general reasoning process of CBR goes on. We
use the weighted average of Euclidean distance for
the each feature as a similarity measure. And, we
use 1-NN(one-nearest neighbor) matching as a
method of case retrieval. After adoption reasoning
process for all of test cases, the values of the

fitness function (J7) for the items of test set T

are updated.

Step 3. In third step,
evolution goes on

the process of GA's
towards the direction to
maximize the value of the fitness function. It
includes selection of the fittest, crossover and
mutation. Step 2 and 3 are iterated again and

again until the stopping conditions are satisfied.

Step 4. In the last stage, the system determines

the parameters - the optimal weights of features
and selection of instances - whose performance for
the test data is the best. And, it applies them to
the hold-out data to check the generalizability of
the selected parameters. Sometimes, optimized
parameters by GA fit to the test data, but they
don't fit to the unknown data, i.e. overfitting.
Thus, this step is required to check the possibility
of overfitting.

IV. Application to the Korean Stock
Market Data

This section applies GDCBR to the Korean stock
market prediction. The efficiency and effectiveness
of GDCBR may be properly tested because the
stock market data is very noisy and complex.
Many studies on stock market prediction using
artificial intelligence techniques were performed in
the past decade. Some of them, however, did not
produce outstanding prediction accuracy partly
noise  and

because of  the tremendous

non-stationary characteristics in stock market
data.

controlled, the prediction system does not produce

If these factors are not appropriately

significant performance.

4.1 Research Data

The application data used in this study consists
of technical indicators and the direction of change
in the daily Korea stock price index (KOSPI). The
total number of samples is 2928 trading days, from
1998. This
divides the samples into ten data sets according to

January 1989 to December study

the trading year. Experiments are repeated ten

times for each data set to reflect specific

knowledge as time passes.
The direction of daily change in the stock price

"o

index is categorized as "0" or “1”. "0” means that
the next days index is lower than the today's

index, and “1” means that the next day's index is
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We
indicators as feature subsets by the

higher than todays index. select twelve
technical
review of domain experts and prior research.
(Table 4-1) gives selected features and their

formulas.

Table 4-1. Selected features and their formulas
T 4-1. MEHE S48 28| 44

Cr - LLt-S
HH, LI,

Stochastic %K x100

n -1
. K K i
Stochastic %D L

n

n -1

$'w% o,

i=0

Stochastic slow %D

Momentum c,-C,.,

ROC (rate of change)

LW %R (Larry Williams | H., = C,

%R) "L, 100
A/D Oscillator H C
(accumulation/distribution ; =
oscillator) H,-L,
Disparity 5 days f—x 100
5
C
. . L x 100
Disparity 10 days MA |,
. . MA 5 MA 10
OSCP (price oscillator) 7
CCI (commodity channel (M, -8SM )
index) (0.015x D,)
w00 -— 10
RSI (relative strength Up,. / n
index) [ A

Z Dw,_, /n
i=0

Notes: C, Closing price; L, Low price; H, High price; LLy,
Lowest low price in the last n days: HH., Highest high
price in the last # days; M, Moving average of price:

z M/*HI
i=1

n

(H,+L,+C,))

Mr | 3 SMt ,

Z |M/~i+l - SM /l
Dt ‘ i=1 -
change: Dw, Downward price change.

Up, Upward price

42 Experiments
Experiments are carried out for the following
three models:

Whole training data. The whole reference cases
are used as the training data. This' is the

conventional method of data analysis.

Selected instances with GDCBR. Experiments on
stock market data are implemented using GDCBR.
The procedure of the experiment is as follows. The
GA searches for optimal or near-optimal feature
for CBR. As
mentioned earlier, this study needs two sets of
The weight codes for the relevant

weights and relevant instances
parameters:
features and the codes for data editing.

This study uses the following encoding for the
strings: 12 input features are used. Thus, the first
12 bits represent the feature weights for the
relevant features. These bits are searched from 0
to 1. The following bits are instance selection
codes for the training data. The chromosome of
these bits consists of n genes (where n is the
number of initial training instances), each one
with two possible states: 0 or 1. “1” means the
associated instance is selected into the analysis

and "0” means the associated instance is not
chosen.
The encoded chromosomes are searched to

maximize the fitness function. The fitness function
In this study, the
ohjective of the study is to determine appropriate

is specific to applications.

the feature weights and instance selection of CBR
systems, which produce the highest prediction
accuracy for the test data. Thus, we set the
prediction accuracy of the test data as the fitness

function for GA.(6}(12) Mathematically, the fitness
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function (/7) for the test set T can be expressed

as Equation (1):

1 n
fr —;;CA,'

(1)
C4; =1 jr PO, = AO; tor the item

C4, =0 i PO, # 4O, gor the item I,

i

where C4; is the classification accuracy for the i

th test case, 1,.‘ which is denoted by 1 or 0

(correct =1, ‘incorrect =0), FO:is the predicted
output from the model for the ith test case, 40
is the actual output from the model for the ith

test case and test set T is {1,,12,13,---,1,,}.

For the controlling parameters of the GA search,
the population size is set at 100 organisms and
the crossover and mutation rates are varied to
prevent CBR from falling into a local minimum.
The value of the crossover rate is set at 0.7 while
the mutation rate is 0.1
method, the

considered better at preserving the schema, and

For the crossover

uniform  crossover method is

can generate any schema from the two parents,
while single-point and two-point crossover methods
may bias the search with the irrelevant position of
the variables. Thus, this study performs crossover
For the
mutation method, this study generates a random

using the wuniform crossover routine.

number between 0 and 1 for each of the variables
in the organism. If a variable gets a number that
is less than or equal to the mutation rate, then
that mutated. As the

condition, only 100 generations are permitted.

variable is stopping

4.3 Experimental Results and Discussions

This study compares GDCBR to the conventional
CBR. GDCBR wuses the GA to determine the
feature weights and learns the patterns of the
stock market data from the selected instances
through an evolutionary search process. For the
conventional CBR model, about 20% of the data is
used for holdout and 80% for reference case-base.
The holdout data is used to test the results with
the data that is not utilized to develop the model.
The number of the reference instances in the
conventional CBR and the number of the selected
instances within the reference instances in GDCBR for
each year are presented in (Table 4-2).

Table 4-2. Number of cases
E 4-2. ARl

Original reference cases

for CBR 232 233 234 236

237 237 235 235 234 234 2347

Selected reference cases
for GDCBR

83 9% 63 83 92 78 820

Holdout cases for two

57 58 58 58
models

59 59 58 58 58 58 581
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(Table 4-3> describes the average prediction accuracy
of each model for the holdout cases.

Table 4-3. Average predictive performance (hit ratio: %)
® 4-3. BF o358 (B8 %)

1989 56.1 56.1
1990 50.0 58.6
1991 51.7 56.9
1992 44.0 51.7
1993 49.2 54.2
1994 52.5 54.2
1995 58.6 55.2
1996 62.1 60.3
1997 51.7 51.7
1998 448 53.4
Average 52.1 55.3

In {Table 4-3), GDCBR outperforms the conventional CBR
model by 3.2% for the holdout data. This result may be
caused by the benefits of the data editing through
evolutionary search techniques.

V. Concluding Remarks

Some of prior research tried to optimize the controlling
parameters of CBR using global search algorithms. In
general, they only focused on the optimization of the
feature weights of CBR. Others placed little emphasis on
the optimization of the learning algorithm itself, but most
studies focused little on instance selection for CBR.

In this paper, we use the GA for CBR in two ways. We
first use the GA to determine the feature weights. In
addition, we adopt the evolutionary instance selection
technique. This directly removes irrelevant and redundant
instances from the training data. We conclude that
GA-based learning and the data editing technique

significantly outperforms the conventional CBR model in
stock market prediction.

The prediction performance may be more enhanced if the
GA is employed not only for data editing but also for
relevant feature selection, and this remains a very
interesting topic for further study. Although data editing is
a direct method of noise and dimensionality reduction,
feature selection effectively reduces the dimensions of
feature space.
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