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Abstract—In this paper, a high throughput multiple
transform architecture for H.264 Fidelity Range
Extensions (FRExt) is proposed. New techniques are
adopted which (1) regularize the 8 ¥ 8 integer forward
and inverse DCT transform matrices, (2) divide them
into four 4 X 4 sub-matrices so that simple fast
butterfly algorithm can be used, (3) because of the
similarity of the sub-matrices, mixed butterflies are
proposed that all the sub-matrices of 8 X 8 and
matrices of 4 <4 forward DCT (FDCT), inverse DCT
(IDCT) and Hadamard transform can be merged
together. Based on these techniques, a hardware
architecture is realized which can achieve throughput
of 1.488Gpixel/s when processing either 4X4 or 8 X8
transform. With such high throughput, the design
can satisfy the critical requirement of the real-time
multi-transform processing of High Definition (HD)
applications such as High Definition DVD (HD-DVD)
(1920x1080@60Hz) in H.264/AVC FREXxt. This work
has been synthesized using Rohm 0.18um library. The
design can work on a frequency of 93MHz and
throughput of 1.488Gpixel/s with a cost of 56440
gates.

Index Terms—H.264, DCT, fidelity range extensions
(FRExt), multiple transform, HD-DVD

I. INTRODUCTION

The newest video coding standard H.264/AVC
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provides significantly compression performance for
video images. This high compression efficiency is
obtained by the adopted many new tools, such as
variable block size motion estimation, multiple reference
frame motion compression, in-loop deblocking filter,
integer discrete cosine transform (DCT) and so on. [1]

Transform coding is an efficient technique in video
compression by converting the data into the transform
domain. Unlike the previous standards, the integer
transform is adopted in H.264/AVC. All operations can
be carried out using integer arithmetic, without loss of
decoding accuracy, and it is possible to ensure zero
mismatch between encoder and decoder inverse
transforms. Furthermore, the core part of the transform
can be implemented using only additions and shifts
without muitiplications, which can greatly simplify the
hardware implementation.

In July, 2004, a new amendment was added to H.264
standard, which is named as Fidelity Range Extensions
(FRExt, Amendment I). The H.264 FRExt demonstrates
even further coding efficiency against the existed
standard.[2] In this amendment, not only the 4 X 4
transforms are supported as the initial H.264, but also
new 8 x 8 forward and inverse integer transforms are
proposed for high quality video coding to satisfy the
High Definition (HD) applications such as HD-DVD and
DVB (Digital Video Broadcast). In H.264 FRExt, both
4 x4 and 8 x 8 transforms are adopted. For each
macroblock, both the transforms should be calculated
and the one with the better cost will be chosen, which
further increases the throughput requirement. Therefore,
how to develop an efficient VLSI architecture to support
all types of 4x 4 and 8x 8 transforms in H.264/AVC
with high throughput is an important research topic.

Up to now, lots of works have been done, but mainly
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concentrate on one specific transform, such as the
designs supporting 4 X 4 transform [3], [4] or 8 X &
transform [5]. One design [6] realized the multiple
transform of both 4 X 4 and 8 X 8§ by a unified
architecture, but did not provide high throughput.

This paper develops a VLSI which not only provides
high throughput but also supports all types of the 4 x4
and 8 X 8 transforms in H.264 Fidelity Range Extensions,
which fulfils the requirements of transform processing in

H.264 FRExt. The following part is organized as follows.

In section II, we give an overview of both 4 X4 and 8 x 8
transforms. The proposed architecture is shown in
section III. Section IV will discuss the implementation
and the comparison with previous work. Finally, we give
a conclusion in Section V.

I1. OVERVIEW OF TRANSFORMS IN H.264

There are three types of 4 X 4 transforms in
H.264/AVC, as FDCT, IDCT and Hadamard transform.
They are all two-dimensional transforms which can be
denoted as Y =HXH' .
dimensional transform of forward and inverse DCT are

The matrices of the first

shown in Equation (1).
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The Hadamard transform is used for the DC
coefficients in intra macroblocks predicted in 16 x 16
mode. The transform matrix is shown in Equation (2).
The forward and inverse Hadamard transform are the
same, for it is a symmetric transform matrix.
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In H.264/AVC FRExt proposal, the integer 8 X 8
FDCT matrix H is as the follow Equation (3), and the

8x 8 IDCT matrix is equal to H .
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III. 8 x 8 TRANSFORM OPTIMIZATION AND
MIXED BUTTERFLY ALGORITHM

To regularize the 8 x 8 FDCT transform matrix, we use

permutation matrix P as shown in Equation (4). This
matrix can be easily implemented by wires.
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Because the P is unitary matrix satisfying P- P* =1,
we can rewrite the FDCT as Equation (5).

Y=HXH" =HPP"XPP"H =H'X'H" (5)

Where
H'=HP , X'=P"XP ©)

Then the regularized FDCT is shown as Equation (7).
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We divide this regularized FDCT matrix into 4 sub-
matrices each of which is shown as the following
Equation (9) and Equation (10).
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We can see that all these 4 X4 matrices including the
4x4 FDCT and Hadamard transform have the similar
formats which can be expressed as in Equation (11)
where i =1,-1, h, =1,—1,1/2. So we proposed a mixed
fast butterfly algorithm for FDCT as shown in Fig. 1.
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Fig. 1. Mixed butterfly algorithm for FDCT.

The coefficient a, b, ¢ and d in Figure 1 stand for the
coefficients in DCT matrix such as (+-)3/2, (+-)3/8, (+-)
5/4, (+-)3/4. All the coefficients can be implemented
using only additions and shifters.

Similarly, the mixed butterfly algorithm for IDCT can
also be proposed.

Because the 8 X8 IDCT matrix is the transpose of
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8% 8 FDCT matrix, so the permutation matrix for § X 8

IDCT will be P” as Equation (12).
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We rewrite the IDCT equation as Equation (13).
X=H"YH=PP"H'YHPP" =PH" YH'P" (13)

So the regularized IDCT matrix H " is shown as
Equation (14).

T
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The equation of dividing this regularized IDCT matrix
into 4 sub-matrices is as Equation (15). And the four
sub-matrices is shown as Equation (16) and Equation

(17).
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The formats of all the sub-matrices including the 4 x 4
IDCT matrix can all be expressed as Equation (18). So,
the mixed fast butterfly algorithm for IDCT is proposed
as shown in Fig. 2.
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(18

F KNS
Fig. 3. Mixed butterfly algorithm for multiple transforms.

For the similarity of the mixed butterfly of FDCT and
IDCT, we can merge them together to obtain a mixed
butterfly algorithm for multiple transforms. The merged
transform butterfly algorithm is shown in Fig. 3. The
coefficients as a~h in this figure are different due to
different matrices and can be selected by multiplexers in
the merged architecture. And for the multiple transform
processing, we can select the coefficients which are
necessary for the current calculation.

IV. PROPOSED ARCHITECTURE

4.1 Transform Flow Analysis and Module Proposal

With these fast butterfly algorithms, we can calculate
the 8 X 8 FDCT using the 4 X 4 sub-matrices and
similarly the 8 X 8 IDCT. Therefore, we can design a

hardware architecture that provides the processing of all
the transforms in H.264/AVC FRExt including the 4 x4
DCT, IDCT and Hadamard transform.

Firstly, we discuss the process of 8 X8 transforms in
detail. The calculation of the first dimensional transform
can be written as the following Equation (16).

H H2 || X1 X2
HX =
H:; H4+|| X3 X
B H X1+ H:Xs
| HsX i+ HaXs

Xml XmZ
= = Xm
Xm3 Xm4

HiX2+H2X4 19)
Hs:X>+ HaXa

Fig. 4. Module for transform.

To accomplish the calculation in Equation (19), we
propose two modules of transform as Modulel and
Module2 as shown in Fig. 3. In Modulel, we merge the

butterfly of the first sub-matrix H1 of both 8x 8 FDCT

and IDCT to 71, second sub-matrix H2 to 72 . In
Module2, we merge the butterfly of the third sub-matrix

H of both 8 X8 FDCT and IDCT to T3, the fourth
sub-matrix H4 to T'4. If we input the column from
X1& X3 or X2& X4 to T1&T2 in Modulel, we
get the column of Xm or Xm2. If we input the column
from X1& X3 or X2& X4 to T3& T4 in Module2,
we get the column of Xm3 or Xm4. Thus, it can process

the first dimensional 8 x 8 FDCT and IDCT.
Secondly, we merge the butterfly of 4 X 4 FDCT,

IDCT and Hadamard transform to 7't in Modulel and
T4 in Module2. Then if we input the column of 4 X4
block to 71 or T4, it can process the first dimensional
4 x4 DCT, IDCT and Hadamard transform in either
Modulel or Module2, while 72 and 73 can be out of
power.

The second dimensional 8 X 8 transform is shown as
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Equation (20), X» denotes the result of the first
dimensional transform calculation.
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From Equation (20), we see that if we input the row
from Xm & Xm2 or X3 & Xwa to T1 & T2 in
Modulel, we get the row of Y1 or Y3. If we input the
row from Xmi & Xw2 or X3 & Xma to T3 & T4 in

Module2, we get the row of Y2 or Y4. In this way, it
can process the second dimensional 8 X 8 FDCT and
IDCT.

Similarly to the first dimensional processing, 71 in
Modulel and T4 in Module2 take charge of the second
dimensional transforms. If we input row of the first

dimensional transform result to 71 & T4, it can process
4x4 FDCT, IDCT and Hadamard transform. So, all the
transforms in H.264/AVC FRExt are supported by
Modulel and Module2.

4.2 2-Dimensional Architecture

Based on the mixed butterfly algorithm and the two
merged transform module, we propose a 2-Dimensional
transform architecture. The proposed 2-D architecture is
shown in Fig. 5.

Fig. 5. 2-Dimensional Architecture.

In this architecture, we use four 4 X 4 register arrays as
transpose matrices. Each transpose element contains one
register to store the data and one multiplexer to choose
data from left, right or itself. Finally, there are four
multiplexer to select data from horizontal direction or
vertical direction. The structure of each 4 X 4 register array
is similar to the design in [3], and it is shown in Fig. 6.

Input

Fig. 6. Structure of each 4 X 4 register array.

In this 2-Dimensional transform architecture, when
processing 8 § transform, the inputs of Modulel-1 and
Module2-1 are columns from X1 and X3, and the
inputs of the Module1-2 and Module2-2 are columns from
X2 and X4

dimensional transform are stored in the four transform

. After four cycles, the results of first

matrices. Then the transpose elements overlapped from
horizontal to vertical direction or reversed to do the
second dimensional transform. So the inputs of Modulel-

3 and Module2-3 are rows from Xw1 and Xu2, and the
inputs of the Module1-4 and Module2-4 are rows from
Xn3 and Xma . The outputs of the Module 1-3 and
Module2-3 are the rows of Y1 and Y2, and the output of
the Modulel-4 and Module2-4 are the rows of Y3 and

Y4. Thus totally two column/rows of the 8 x 8 data
matrix are inputted/outputted in each cycle. That means
we can process 16 pixels in each cycle for 8 X 8 transform.

When processing 4 X 4 transform, only part of each
module is used as 71 for Modulel and 74 for Module2.
We input one row/column from the different 4 X 4 block to
each of the first dimensional modules as Modulel-1,
Module2-1, Modulel-2 and Module2-2 simultaneity and
also get one row/column output from each of the second
dimensional modules as Module1-3, Module2-3, Modulel-
4 and Module2-4 in each cycle. So we can also process 16
pixels in each cycle for 4 x 4 transform. Overall, this design
has a processing capability of 16 pixels per cycle.
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Table 1. Performance Comparison.
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Types Latency Frequency Trou'ghput Technology Area
(cycle) (MHz) (Mpixel/s) (nm) (gates)
Wang [3] 4X 4 Multiple 4 80 320 TSMC 0.35 6538
Chen [4] 4 X 4 Multiple 2 100 800 TSMC 0.18 6482
Amer [5] 8 X 8 Forward 8 68.5 N/A N/A 29018(LUT)
Bruguera [6] 4 X 4 and 8 X 8 Multiple 8 66 266 AMS 0.35 23800
Proposed 4 X 4 and 8 X 8 Multiple 4 93 1488 ROHM 0.18 56440

V. IMPLEMENTATION AND COMPARISON

This work has been coded in Verilog-HDL and synthesized
using Rohm 0.18um library. The results are shown in Table 1.
After synthesis, the realized design can reach a frequency of
93MHz with a throughput of 1.488Gpixel/s. We use a little
more than 2 times of the area to get more than 5 times of
throughput comparing to the previous 8 X 8 multiple one [6].
In that design, 8x8 transpose matrix is used while only subset
of the transpose matrix is used when processing 4 X 4
transforms. But in our design, when processing 4x4
transforms, four 4 X 4 transform matrices are used
simultaneously. So in our design, the hardware is more
efficiently used.

VI. CONCLUSIONS

In this paper, a high performance architecture for
multiple transforms in H.264/AVC FRExt is proposed
with matrix division techniques. By this architecture, we
improve the throughput significantly with a acceptable
hardware cost. It can satisfy the high performance
requirement of High Definition applications such as HD-
DVD. This architecture can process all types of 4 x4 and
8 X 8 transforms. It can realize the real-time multi-
transform processing in H.264/AVC FREXxt.
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