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Small Domain Estimation of the Proportion
Using Survey Weights
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Abstract

In this paper, we estimate the proportion of individuals having health
insurance in a given year for several small domains cross-classified by
age, sex and other demographic characteristics using the data provided by
the National Center for Health Statistics{NCHS). We employ Bayesian as
well as frequentist methodology to obtain small domain estimates and the
associated measures of precision. One of the new features of our study is

that we utilize the survey weights along with the model to derive the
small domain estimates.

Keywords : Empirical Best Linear Unbiased Predictors, Hierarchical
Bayesian, Proportion, Survey Weights, Small Domains

1. Introduction

Our primary interest is to estimate the proportion of individuals having health
insurance in a given year for several domains cross-classified by age, sex and
other demographic characteristics. In our analysis, we have constructed the
domains on the basis of age, sex, race and the region where the person belongs.
Using the data provided by the National Center for Health Statistics(NCHS), we
can estimate these proportions.

The original survey for any given year contains data on more than 100,000
individuals and on over 800 variables. Of these individuals, we have information
on the primary response variable, namely whether a person has health insurance
or not. In addition, there is information on demographic characteristics such as
age, sex, race, region, education, income status, medical condition, disability
conditions (if any) and many other socio-economic factors.
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For the entire US population, the direct estimates for these domains, namely the
sample proportions, are fairly reliable, since the sample size for each domain is
reasonably large. This need not be the case though when our analysis is targeted
towards specific subpopulations, such as hispanics, Asians and similar minority
sectors of the community.

For a targeted minority subpopulation, the sample size in a domain is not
always very large. Hence, the direct estimates may not be very reliable, being
accompanied with large standard errors and coefficients of variations. This calls
for the use of small area or small domain estimation techniques, where indirect
estimates are obtained for these domains based on implicit or explicit models.
These models help building a link between these domains, and thus produce
typically estimates of greater precision by borrowing strength. (cf. Rao, 2003).

The ultimate objective of our study is to employ Bayesian as well as frequentist
methodology to obtain small domain estimates and find also the associated
measures of precision. We will use a hierarchical Bayesian(HB) analogue of the
generalized linear mixed model(GLMM) to obtain posterior means and posterior
standard errors of the population small domain proportions. The frequentist
approach will use the empirical best linear unbiased predictors(EBLUP) of these
proportions. One of the new features of our analysis is that we will be utilizing
the survey weights along with the model to derive the small domain estimates.
Thus, our method, in some sense, can be regarded as design-assisted model-based
estimation.

Our eventual analysis will produce small domain estimates of the proportion of
uninsured persons for the Hispanic, Asian and other minority groups. But the
present talk is focused specifically on the Asian population. We provide the
estimates and measures of precision are based on the frequentist and Bayesian
approaches, and compare and contrast the two methods. We have the results for
1997-1999, but we report the results only for 1997.

The Asian group is formally composed of the (1) Chinese, (2) Filipino, (3)
Asian Indian, and (4) Islanders such as Koreans, Vietnamese, Japanese, Hawaiian,
Samoan, Guamanian etc. For the year 1997, there are about 3500 such individuals.
These 3500 individuals are assigned to specific domains depending on their age,
race, gender and the region they come from. There are 3 age-groups (0-17, 18-64
and 65+), 2 Genders, 4 Races and 4 Regions depending on the size of the
Metropolitan Statistical Area (<499,999 ; 500,000-999,999 ; 1,000,000-2,499,999,
>2,500,000). Thus, the total number of domains equals 3x2x4x4=96. When the
individuals are distributed to their respective domains, it turns out that many of
the domains contain only a few samples. Indeed, there are several domains with a
sample of size 1, while domain 58 has sample size zero.

The outline of the remaining sections is as follows. Section 2 addresses the
selection of covariates and discusses the general hierarchical Bayesian
methodology. Section 3 includes the EBLUP approach. Finally, Section 4 contains
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the specific application.

2. Hierarchical Bayesian Approach
2.1. Selection of Covariates

As mentioned in the introduction, the number of covariates exceeds 800.
Inclusion of all of them in the initial model is impractical and unnecessary. We
started with a set of 6 covariates and went through a process of forward and
backward selection, and finally kept the best model with minimum number of
covariates.

Initially we started with the following covariates: (1) legal marital status, (2)
family size, (3) education level, (4) total earning from previous year, (5) total
family income, and (6) full time working status.

Two-thirds of the data on full time working status were missing for 1997.
Hence, this covariate was dropped immediately for model selection. Also, legal
marital status and total earning from previous year were both found insignificant.
Thus, along with the intercept term the selected covariates are family size,
education level, and total family income.

We use SAS Version8 for the initial computations in UNIX workstation. Also,
we use the SURVEYREG Procedure for model.

2.2. HB Methodology

We consider random variables y;; such that conditional on p;, these are
independent binary variables with success probabilities p;;, /=1, n;,,i=1,, k.
In our specific application, p;; denotes the probability of the absence of health
insurance for the jth unit in the ith small domain. We model ;= logit (pij) as

where z;; are p-component design vectors, b is the vector of regression
parameters, and u; are the random effects. It is assumed that u; are iid N(0,62).
AISO, let I'a,Ilk(XT): (-’Eu)"' 1371”‘,"' s Ty 1$}mk):p-

Finally, it is assumed that b and o2 are mutually independent with

b~ Unif(R?) and o2 ~ IG(c/2,d/2), ie. w(ai)ocexp( (02)" 41 > 0.

T, 2
Gu

Let y= (ylh'nsylnl?""ykl""3yknk)T, and 0= (611a'",01"1”"79k1,"',9knk)T. Then the
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joint posterior is given by

kn
W(ovb’ai | y)o HHexp[yijgij"log(l+€XP(9U)]

i=1j=1
1

2
Ou

X (Ui)“k/zexp[ 5 (9,-]-— ng)2

2\—-d/2—1 _ ¢
|
This is a nonconjugate Bayesian analysis, and is not implementable analytically.
Instead, we use the Markov chain Monte CarloOMMCMC) numerical integration
technique. In particular, we employ the Gibbs sampler. To this end, we need to
find the full conditionals of 6,;,

The full conditionals are given by

ko
o2 1 8,b,y~ 1|12

b and aﬁ‘

k+d |
2 g )
bl 6,0y~ NI(XTX) ' xTy,c2(XxTx)1);

1 .
gij I b’aiﬂl ~ f(yij | 9:‘j)exp "‘27‘5‘(95;'—1551))2

Our data analysis is based on generating samples from the above conditionals. If
9,(;) denotes the sampled value of 6;; generated from the rth draw, and the
number of draws is R, then the Monte Carlo estimate of E(6; ! y) is

R R
R Y] 08 ), Similarly, the Monte-Carlo estimate of Ve, | y) is B! 3 (afj)"’

r=1 r=1

R 2
- (R“ Y. 05;)) :
r=1

3. EBLUP Approach

Let y;; denote the response of the jth unit in the ith small area, w;; the weight

7
attached to y;; (usually inverse of the selection probability), and Ewﬁ =1. Our

j=1
_— s
basic data consist of y;, = Ewijy,-]—, t=1,---,k, and not the y;; themselves.
j=1 '
Suppose conditional on p;;, y; are independent binary variables with success

7
prObabilitieS pij, j=17'"1niai=17"'yk- Our interest is i = Ew,-jpij, i=1,"',k.
j=1
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Then we compute

E(giw): E(Ni): zwij mg;= m,; (SQY);
i=1
var (y 5, ) = var () + E[E‘w?jp,-j (1—p;;)
Z]w,, [var(p,;) + B{p; (1 —p;)}]

L1B@y)— {E(p;)}’]

M: |{M:

]

7 1

cov(y i i) = E(u?)— (Bu;)?
= var(y;)= Y, w}var(py).

j=1
Consider now the conjugate prior
ind
Py ~ Beta(Am,;, A(l—mij))

where logit(mi,-)=a:g b. Here z,; is the design vector for the ith small area, b is
m,](l—m”

the regression coefﬁcient. Then E(p;;)=m,; and var(p;)= N1

Remark 1. The formulation is non-Bayesian. The word "prior” is used only for
convenience. Indeed the marginal distribution of ¥; is an overdispersed
beta-binomial model.

The BLUP of u; based on i, is

Ew?j mi; (1 _mij)/()\+ 1)
= _
mi+ : (yiw‘_ mi)
an mz] mij)

i=1

1 1 -
AT W )= et

=m;,+——
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i exp(z [b) & (e .
where m;= ; m ]ZJIwU —]am. Note that this
derivation depends on the means, variances and covariances of Y and g;.
However, b and X are unknown, and need to be estimated from the marginal
distributions of ¥;,, #=1,"--,k. We use the theory of optimal estimating functions
(Godambe and Thompson, 1989) for simultaneous estimation of b and A.
Unfortunately, var(y,,) is not involving A. Hence we estimate b only given A.
This requires evaluation of only the first two marginal moments of Ziw,

i=1,--,k, rather than full knowledge of their distributions.
Following Godambe and Thompson(1989), we begin with the elementary

unbiased estimating function g; = @iw —m,;. Let

ag; )= . w;; explz [b)
ab j=1 [1 +exp(z; Tb)]

and

ool exp(x b)

o} = var(g;)= var(y;,)= ]Zlm

Then we solve the optimal estimating equation

k k o —om.
0= D70 %, = Eﬂ”—z—"ﬁﬂi
| >

i=1 '

Zk) Yiw — M o w;; exp(zb)
STy

-1 -1 1 +exp(a:i]- )2 " Y

T

and get the estimateb . Accordingly, an EBLUP estimator of u; is

exp(a:gg)

1 - A
iw+ Wy; A
At+1? /\+1j§ Y 1+exp(a:5b)

given A.

4. Data Analysis

Here the data consist. of y;=1 or 0 if the jth unit in the ¢th small domain
does not (does) have health insurance;
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ﬂ)ij= the sampling weight attached to the jth unit in the ith small domain;

7 n;
W= wij/zlwij so that Z wy;= 1 for each t.
i= i=1

z;;, = the family size of the jth unit in the sth small domain;
x;;»= the education level of the jth unit in the 7th small domain;
z;;3= total family income of the jth unit in the /th small domain;
Let p;;= E(yij)- We model 0;;= logit(pij)= byt by Tijy T by Ty T by wyz tuy,
ji=1,m;, ¢ =1,---,95,
There are two sets of direct domain estimates.

n;

(] )I;'i() E 11’ ll)pm) 'Ewuyu

The corresponding sets of hierarchical Bayes estimates are given by

(i) pf*= ni* 33 6, 1 w), (V) pl= T wyBl6, 1 v).

i=1

We find Monte Carlo estimates of (iii) and (iv) as described in Section 2. Our
hyperprior considers: ¢= 0.2,0.02,0.002; d=0.2,0.02,0.002. The results are very
insensitive to the choice of the hyperpriors, and are reported only for c¢=d=0.02,
Also we find EBLUP estimates for A=0.1,0.5,1.0. Table 1 provides the different
estimates of the proportions of uninsured people for the different domains (with
the exception of domain 58 which has sample size zero), and the posterior

standard deviation associated with pZZ ie. the Monte Carlo estimate of
V(Elwijpij l
=

It follows from the Table 1 that the HB estimates are hardly different from the
direct estimates. The intuitive reason for this seems to be the fact that possibly in
this situation model variability far too outweighs the sampling variability. Since
the HB estimates are, in some sense, weighted averages of direct estimates and
regression estimates with the respective weights close to the inverses of the
sampling variance and the model variance, this phenomenon is not totally
impossible. However, EBLUP estimates with A=05 and A=1.0 are quite
comparable with HB estimates. We may also point out once again that the HB
method is capable of providing not only the estimates, but also the associated
measures of precision.

Table 2 provides the summary table for the proprtion of uninsured for the three
age groups 0-17, 18-64 and 65+ individually for Chinese (Asian 1), Filipino (Asian
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2), Asian Indian (Asian 3) and other Asians (Asian 4). It turmns out that at this
higher level of aggregation, both the EB and HB small domain estimates are fairly
close to the corresponding direct estimates except possibly for the age-group 65+.

Table 1. Small area estimates of the proportions of uninsured people :year 1997

Domain #; Rawl RawZ HBI HB2 se(HB2) EBLUP EBLUP EBLUP
(wt) A=.,1 A=.5 A=1

1 11 182 103 277 121 045 .108 120 128
2 8 125 088 115 092 044 090 .094 096
3 36 .000 .000 048 047 033 012 044 066
4 23 174 194 166 178 037 188 172 161
5 29 379 382 317 319 051 370 339 318
6 18 J11 .086 125 .109 037 096 121 139
7 9% 167 156 165 159 017 158 .164 167
8 58 328 323 276 272 037 311 280 258
9 4 .000 .000 049 .049 067 015 .056 034
10 1 .000 .000 04 04 133 016 057 086
11 14 .000 .000 058 059 050 020 073 .109
12 6 .000 .000 .066 063 066 024 089 134
13 10 100 038 124 .081 051 049 .080 101
14 5 200 163 171 .148 071 161 156 162
15 38 184 179 171 .168 028 178 173 .169
16 21 333 295 269 242 048 280 242 215
17 31 .258 .263 235 239 036 261 256 252

18 20 .200 164 187 .163 .036 .166 171 175
19 103 136 131 145 142 017 135 147 156
20 66 273 .303 240 .261 034 293 264 245

21 1 .000 000 039 039 111 015 053 .080
22 2 500 553 405 442 167 530 468 425
23 11 .000 000 062 064 057 022 .080 119
24 7 .000 .000 075 075 072 028 101 151
25 31 065 082 094 104 030 085 092 .098
26 12 .000 .000 047 047 045 012 044 .066
27 34 029 022 064 .058 028 030 061 066
28 36 056 050 .080 075 026 054 066 075
29 55 255 284 225 244 034 272 241 219
30 25 .000 000 051 051 040 013 .046 069
31 67 090 .087 104 .103 020 091 101 .108

(@8]
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Table 1. Small area estimates of the proportions of uninsured people: year 1997

(continued)
Domain n; Rawl Raw?2 HB1 HB2 se(HB2) EBLUP EBLUP EBLUP
(wt) A=.1 A=.5 A=]
33 4 .000 .000 .046 .044 062 011 .040 .060
34 5 .000 .000 057 .058 070 014 052 078
35 4 .000 .000 .045 045 .064 .008 .030 .045
36 6 .000 .000 .047 047 .057 .016 .068 087
37 33 152 164 157 165 030 163 .163 163
38 13 077 057 109 .094 045 065 .085 .099
39 27 .000 .000 043 041 033 010 038 057
40 24 .000 .000 .044 .044 034 .008 .030 .045
41 64 141 186 154 A4 023 185 183 182
42 34 118 108 135 127 .028 112 122 128
43 83 096 083 113 103 019 087 .099 107
44 70 157 185 154 172 023 183 178 175
45 6 .000 000 .058 057 .063 018 .066 .099
46 6 .000 000 .059 .059 064 016 .058 .086
47 6 167 125 182 155 071 140 179 207
48 5 .000 .000 .056 .056 .068 018 .067 100
49 10 400 392 316 308 078 370 312 273
50 7 .000 .000 .045 .044 .050 012 .043 .065
51 17 118 .093 132 110 .036 .09% 104 110
52 23 174 154 174 160 034 154 153 163
53 23 .261 .265 235 237 041 260 .247 238
54 38 158 160 160 .162 028 165 179 189
55 37 081 .080 108 104 028 .088 112 127
56 66 364 399 302 326 048 381 332 298
57 1 .000 .000 .050 .050 127 012 .044 .066
58 0 - - - - - - - -
59 2 500 587 370 424 194 543 424 343
60 1 .000 .000 .093 .093 180 017 .062 .092
61 10 200 185 A77 .166 .051 179 164 154
62 10 400 343 324 281 067 326 282 252
63 11 .091 .091 102 100 .042 .092 .097 101
64 24 375 359 .306 .292 .054 .340 .290 .255
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Table 1. Small area estimates of the proportions of uninsured people: year 1997
(continued)

Domain #; Rawl Raw2 HBI1 HB2 se(HB2) EBLUP EBLUP EBLUP
(wt) A=.1 A=.5 A=1

65 19 105 091 127 117 038 101 126 144
66 22 318 328 259 263 055 310 263 230
67 35 171 174 169 .166 .030 174 172 172
68 44 300 278 253 .240 035 268 .239 220
69 1 .000 .000 043 043 116 016 059 089
70 1 000 .000 .038 .038 .108 006 023 035
71 1 .000 .000 079 079 .163 032 115 173
72 1 .000 .000 087 087 171 033 123 184
73 66 .091 089 121 119 025 095 J10 120
74 51 118 132 133 143 023 132 133 134
75 97 .083 075 113 .108 024 081 .098 110
76 53 245 232 222 210 027 226 .208 196
77 76 197 .208 .198 .206 020 209 212 214
78 79 139 171 146 169 019 172 173 174
79 168 173 179 175 179 014 180 183 185
80 91 363 357 303 .299 038 343 305 279
81 3 .000 .000 .080 .080 .103 031 113 .169
32 11 .000 .000 051 051 047 017 064 096
33 7 .000 .000 073 074 073 029 105 157
34 9 J11 183 129 175 063 183 184 185

85 55 055 055 097 097 031 062 081 094
36 32 063 063 089 089 028 068 082 092
87 94 128 126 141 .140 018 128 131 133

83 44 159 146 159 .149 025 147 148 149
39 102 77 173 182 180 018 d77 189 198
90 78 180 188 177 183 019 187 185 184

91 167 228 234 .208 213 018 228 213 203
92 121 298 297 256 255 029 286 257 238
93 12 .000 000 077 075 062 .030 110 165
94 14 .000 .000 058 059 050 022 081 121
95 19 .000 000 073 072 054 025 091 136

96 11 091 156 123 .166 058 .164 .183 197
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Table 2. Proportions without health insurance coverage by age group and asian
group: year 1997

Rawl Raw?2 HB1 HB2 EBLUP EBLUP EBLUP

(wt) A=.1 A=.5 A=1

0-17 years
Total .121 115 134 .129 117 122 126
Asian 1  .151 135 .149 137 135 137 138
Asian 2 .052 054 .083 083 .059 075 .086
Asian 3 .232 214 207 192 207 .189 177
Asian 4 .116 113 134 131 116 123 128

18-64 years
Total .202 208 191 195 205 .199 194
Asian 1 219 217 202 201 215 209 205
Asian 2 .130 142 138 146 142 144 145
Asian 3 236 242 213 216 237 223 213
Asian 4 220 .226 206 210 223 214 .208

65+ years
Total .028 035 080 085 053 101 134
Asian 1 022 024 077 073 044 096 132
Asian 2 .024 018 072 .068 .033 072 100
Asian 3 125 147 141 155 150 159 .166
Asian 4 .023 .039 081 091 .059 112 .148
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