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Fast and Seamless Handoff Control
in Wireless ATM Networks

Jae Young Koh*

ABSTRACT

We propose a distributed anchor Crossover Switches (CX) searching algorithm to play an im-
portant role in ensuring fast and seamless handoff control in wireless ATM networks. Within net—
works that are grouped together, connection management is done for each group by anchor switches,
and Permanent Virtual Circuit (PVC) with a narrow bandwidth is assigned between anchors for ex-
change of information. The proposed algorithm enables quick searching of a targeted CX, makes
management of the overall network easier, and reduces system overhead or propagation delay time,
thus providing fast and seamless handoff.
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1. Introduction

The development of both Medium Access
Control (MAC) protocols and effective and seam-
less handoff approaches is currently of critical
concern to the emerging wireless ATM networks.
In efforts to provide an effective handoff for
wired and wireless networks, various approaches
have been presented and a lot of research is
underway.- The handoff control algorithm in wire-
less/mobile networks must meet the general re—
quirements for the existing cellular networks as
well as ATM’s unique requirements. Since wire-
less ATMs, unlike the existing cellular networks,
focus on providing data application services, they
should not only prevent the cells from being lost
and duplicated but also ensure sequences during
handoff.

The method for virtual connection during hand-

off is divided into path extension and path re-
outing. Additionally, it is broken down into back—
ward/forward handoff, depending on whether ei-
ther the existing base station or a new one calls
for handoff [5].

In order to ensure an optimal path during path
rerouting, ya CX needs to be dynamically selected
for each connection to a mobile terminal [4]. This
dynamic process of selecting crossover switches
has to be initiated by an interrupt of the originat—
ing side that has called for connection. Until an
optimal CX is searched, an algorithm for select-
ing crossover switches should be implemented
for every switch on the path for virtual connec-
tion. Therefore, all switches within the network
should support this CX selection algorithm. The
remoter the crossover switches selected by the

algorithm become from the existing base station,

the more the cells must be transferred between
the existing base station and the crossover swi-
tches. This means longer delay time in switching
avirtual path connection or much cell loss during
handoff. CX searching is mainly intended to ana-
logize the minimum hop count path to the CX for
VC, which is configured by BSpew and currently
in use. The selected CX will affect the shorter
resultant path as well as circuit reuse.

Among currently available CX search algo-
rithms, the Prior Path Knowledge CX search al-
gorithm adopts a centralized approach to network
connection management where complete top-
ology information is required during routing. The
Distributed Hunt CX search algorithm adopts a
distributed approach to network connection man-
agement where Link-State or Distance-Vector
routing is used [1].

The Prior Path Knowledge CX search algo-
rithm has the advantage of reducing overall sys—
tem overhead where a connection server per-
forms overall network connection management.
However, it causes longer propagation delays in
the process of updating the connection informa-
tion for each node.

The Distributed Hunt CX search algorithm that
uses a distributed approach in network connec-
tion management has the advantage of causing
no propagation delay where each node has con-
nection management databases. However, it in-
creases costs to maintain connection manage-
ment databases for each node as well as overall
system overhead resulting from the fact that con-
nection configuration is made by each node.

For the Prior Path CX search algorithm that
uses a centralized approach to network connec-

tion management, the role of a connection server
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is important. BSuew calls on the connection server
to search for every possible convergence node,
finding the minimum hop path among every pos-—
sible crossover switch from BSpew to the con-
vergence node. If multiple CXs are searched, a
node closest to CLSq should be selected as CX.
Once a targeted CX is selected, BS, e requests
the connection server to create a partial path for
the CX.

The Distributed Hunt CX search algorithm is
used to find the minimum hop by allowing each
node to voluntarily search for every possible
convergence without any connection server. By
maintaining the Local Connectivity Table (LCT),
each node continues to update the information
about connection setup and release for itself and
its neighboring nodes. BS,ew identifies the LCT
to make sure whether CLS,.y is a CX or not. If
CLSqew isn't a CX, it broadcasts CX search pack-
ets via CLSqew to all switches within the network
before waiting for responses. After a limited pe-
riod of time awaiting responses, BS,ew performs
a mapping of every possible CX, selecting among
them a node with a minimum hop as CX. If multi-
ple nodes are selected that have the same min.
hop count, a random node is selected as CX.
Finally, if a CX is configured and BS,.y receives
a control packet to get ACK, a partial path is
created.

For the Backward Tracking CX search algo-
rithm [2,3], BSqq sends a back-track search
packet to the predecessor (firstly CLS,q). The
predecessor makes inquires of BS,ew about the
routing table to find the next hop node. As a re-
sult of making inquires of the connection server,
if both the predecessor and the next hop node are
included in the CLSq4 and CLSges, the back—track

packet is forwarded to the next predecessor.
Otherwise, the node is selected as CX.

2. Proposed CX Searching
Algorithm

All nodes in an ATM network are grouped to-
gether by a specific number of nodes. The anchor
switch refers to the node with the largest degree
among nodes in each group. That’s because the
node with the largest degree in each group has
higher probability of being selected as CX. The
network model is designed in such a way that
an anchor switch in each group is interconnected
with anchors in other groups. To ensure in-
formation exchange between anchors, resources
with a narrow bandwidth are assigned using a
Permanent Virtual Circuit (PVC), which allows
you to search for CXs quickly.

Anchor switches continue to update new in—
formation while maintaining the Group Connec-
tivity Table (GCT) that includes their present
connection IDs, connection IDs for all nodes in
the group, and the information about the adjacent
groups connected with this group via PVCs. Each
node does not maintain the LCT. The anchor in
each group continues to monitor and update the
connection status of every node in each group
and of every anchor node that is connected by
PVC. The process of searching for CXs in the
algorithm proposed here is as follows :

Step 1 : The anchor in each group makes in-
quiries about the GCT. If the position
towhich the anchor has moved is sear-
ched for the switch just adjacent to the
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present Base Station (BS)yq within the
group, the anchor directs path extens-
ion. Otherwise, BS,cw performs the next
step to reset paths.

Step 2 : If BSuew's cluster is the anchor of a
group, BSpew sends a search packet to
an adjacent anchor reset by a PVC to
request it to reset the VC. If BS,ew's
cluster isn't the anchor of a group, BSpew
sends a search packet to the anchor of
the group and the anchor sends a search
packet to an adjacent anchor reset by a
PVC.

Step 3 : The anchor of each group knows the
connection information about all nodes
of the group. Upon receipt of a search
packet, the anchor of a group makes in-
quiries about the GCT of the sending
anchor. If a corresponding node exists,
the anchor stops sending a packet while
sending an ACK signal to BS,ew. It re-
peats this process to allow all nodes of
the already -set VC to perform this al-
gorithm.

Step 4 : In comparison with the hop counts sent
by multiple anchors for a limited period
of time, the node with a minimum hop
count is selected as CX.

Step 5 : If multiple CXs are searched, a random
CX is selected.

Step 6 : If a CX is selected, a VC from the CX
to BSpew is set, and a VC from BSqq to
the CX is released.

The following describes the proposed Distri-
buted Anchor CX Discovery algorithm :

Distributed Anchor CX Discovery Algorithm

1. G = (V, E) represents the ATM backbone network
and H = (V, E) represents the anchor switch
within an ATM network (i.e.CG).

2. ‘O’refers to the currently available path : CLSquq
— CLSeest, and ‘A’ refers to the path connected
by an anchor.

3. ‘O’ is ‘G's subgraph, while ‘A’ is ‘O’s subgraph.
V(A) = {O; or A; = CLSqq4, Az, -+, Oy, or A,

= CLSgest}, where z < y.
Begin

4. Obtain the node information for the discovered
path . CLSold - CLSdesl~
If ((CLSpew — €A;) N (CLSuq € A)),
then CX = CLSqq /*Anchor A; leading to path
extension*/ goto done :

else Begin

5. Respective A; € V (A), where i = 1, 2, -, z},

6. Compute the minimum hop count for CLSpew — Ai.

7. This path is referred to as ‘M;.

I (M = 0),

Begin /*Anchor A; leading to path rerouting */
Compute Ax.

Where My = Shortest {M;}.

Accordingly, CX = Ax. /*Anchor becomes a CX.*/

or

If there exist many paths : CLSpew — CX
Begin where ( | M=M= = M)
If Shortest{M;} = {My, My, -, Mz},

Select a random CX. (i. e. CX = Oy)

End

"~ End
else
Begin

G is partitioned (i.e.CLSqew cannot have access to CX.)
End
End
done :

End

Using the notion of anchor, a PVC with a nar-
row bandwidth is set for exchange of information
between anchors, which allows for faster and
more efficient CX searching, lowers system over—
head and additional costs caused by the Distri-
buted Hunt CX searching algorithm, and signi—
ficantly reduces propagation delay time between



BM ATM HESIoIM w2D o He2= Hoj 103

connection servers and nodes caused by the Prior
Path Knowledge CX searching algorithm.

Since the anchor determines path extension or
path rerouting, it can reduce problems arising
during path rerouting by leading to path ex-—
tension between the just adjacent clusters. In ad-
dition, the anchor can resolve one of the draw-
backs occurring during path extension, so—called
the routing Loop problem, through control of each
node and faster alternative routing.

In term of PVC assignment, the proposed
scheme based on the PVC assigned only between
anchor nodes can reduce a waste of bandwidth
characterized by the VCT scheme as well as eli-
minate an additional procedure scheme for set-
ting a PVC, which is required by the in the SMRC
scheme when moving to another region.

3. Performance Analysis

A simulation is conducted to analyze the per-
formance of the proposed algorithm. Firstly, a net-
work model is designed to evaluate the proposed
algorithm. Using this model, the proposed algo-
rithm is evaluated in comparison with the exist-
ing algorithms in terms of convergence charac-
teristics, resultant path characteristics, and circuit
reuse. The cluster concept has been used in the
network-level handoff, while the model has been
designed using a higher-level network concept.

In order to ensure quick CX searching, a net—
work model that adopts the concept ‘Anchor’ was
used in grouped networks. An anchor was de-
fined as the node with the largest degree among
nodes in each group. Using PVCs, some band-

width was assigned between anchors and their

adjacent anchors. The anchor in a group was
linked to every node of its group with whatever
paths it may choose. One hundred numbers of the
node (ATM switch) were created for use in the
performance test. One hundred numbers of the
node were used to compare convergence charac-
teristics. In comparing resultant path character-
istics and reuse rate, a network model was de-
signed for performance analysis with the number
of the node assigned 30, 50, and 100, respectively.
The network model used for simulation has set
one group by 5 to 6 nodes, with the average de-
gree set by 6 to 7 anchor nodes and 3 to 4 normal
nodes. Assuming that an inter—cluster handoff
occurred, mobile terminal’s handoff regions were
taken into account to ensure path rerouting, not
path extension. In order to find the minimum hop,
the well-known Dijkstra’s Algorithm was used,
which can be simply expressed as follows:
Where the path from the vertex VO to the in-
termediate vertex ‘u’ is decided as distance [ul,
and a path from ‘U’ to ‘w’ is to be selected, if dis-
tance [ul, it can be expressed as follows : dis-
tance [w] Where distance {u] is the minimum
distance value selected from the yet—-to—be sea-
rched vertex ‘V('). The same weights were as-
signed to links to ensure fairness. Differentiated
simulations were made to the node groups that
were not connected. The connectivity between
nodes is determined by the following probability :

e : Link degree,
d (x, y) : Euclidean distance between the nodes
‘)" and ‘Y,
a : (@ > 0), Parameter that controls the number
of connection for remote nodes,
B: (B < 1), Parameter that controls the edge
number of each node,
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n : Number of two nodes,

L : Largest distance between the two nodes.

In order to the performance of the proposed al-
gorithm, a comparative analysis was performed
according to the following items :

Convergence characteristics - Focus was put
on how to quickly search for a target CX. A fac-
tor that needs consideration is the number of im-
plementation required when searching for atarget
CX. Ultimately, this characteristics can be broken
down toreduced handoff latencies by way of per—
forming new path routing in search of a CX with
the minimum hop count and the smaller number
of implementation. Where the number of the node
is 100, the following are the convergence charac-
teristics obtained from a comparative analysis of
respective algorithms.

(Fig. 1) shows a comparison of the algorithm
proposing resultant path characteristics, Prior
Path Knowledge CX search algorithm, and Dis—
tributed Hunt CX search algorithm.
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(Fig. 1) Comparison of resultant path

characteristics

According to the figure, the existing Distribu-
ted Hunt CX Search Algorithm shows the in-

creased probability of a new path being shorter
than a previous one as the size of networks in-
creases. On the contrary, the Prior Path Know—
ledge CX Search Algorithm shows the decreased
probability of a new path being shorter than a
previous one as the size of networks increases.
This is due to the method for network con-
nection management. For the Prior Path Know-
ledge CX Search Algorithm, a connection server
performs connection management of the overall
network, leading to efficient network manage-—
ment in small-scale networks. However, it ach-
ieves lower performance due to propagation de-
lays as the size of networks becomes larger.
The algorithm proposed here continues to ach—
ieve improved resultant path characteristics as
the size of networks increases, showing better
performance than other existing algorithms star—
ting from 80 numbers of nodes. This shows that
the proposed algorithm  achieves better point-
to—point delay characteristics or overall link uti-

lization with the increased size of a network.

Circuit: Reuse Efficiency
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Efficiency

(Fig. 2) shows a comparison of the algorithm

proposing circuit reuse efficiency; Prior Path
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Knowledge CX Search Algorithm, and Distrib-
uted Hunt CX Search Algorithm. Circuit reuse
efficiency is a function of how frequently the pre-
vious paths are used. According to this figure,
as the size of a network increases, the Prior Path
Knowledge CX Search Algorithm shows an in-
crease in circuit reuse efficiency, while the Dis—
tributed Hunt CX Search Algorithm shows a re-
duction in circuit reuse efficiency.

The lower circuit reuse efficiency of the Dis-
tributed Hunt CX Search Algorithm is attribut—
able to the search algorithm implemented by ev-
ery node, which lowers circuit reuse efficiency
with the increased size of a network because
there are a lot of remotely positioned nodes from
the current VC.

The proposed algorithm shows a result similar
to the Prior Path Knowledge CX Search Algori-
thm’s by demonstrating improved circuit reuse
efficiency with the increased size of a network,
ensuringdata integrity against the possibility of

data being lost or sequence maintenance.

4. Conclusion

In this paper, the Prior Path Knowledge CX
Search Algorithm and the Distributed Hunt CX
Search Algorithm are described as representative
algorithms. The centralized approach to network
connection management poses problems in that
one connection server performs the connection
status of the overall network, thus leading to
much longer propagation delay time. Unlike this,
the distributed approach to network connection
management causes overall network system over—

head because every node implements a search

algorithm.

In order to improve these problems, the Distri-
buted Anchor CX search algorithm uses the con-
cept ‘Grouping’ to define an anchor of a group
where the anchor performs connection manage—
ment of the group. In addition, PVCs are con-
nected between anchors, allowing more reduced
waste of bandwidth and easier prediction of mo-
bility than the existing PVC assignment sche—
mes. The use of this algorithm is expected to en—
able faster CX searching, easier management of
the entire network, and reduced system overhead
or propagation delay time, thus providing faster
and seamless handoff.
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