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Abstract. In this paper, we first establish an interesting new finite integral whose inte-

grand involves the product of a general class of polynomials introduced by Srivastava [13]

and the generalized H-function ([9], [10]) having general argument. Next, we present five

special cases of our main integral which are also quite general in nature and of interest by

themselves. The first three integrals involve the product of H-function with Jacobi poly-

nomial, the product of two Jacobi polynomials and the product of two general binomial

factors respectively. The fourth integral involves product of Jacobi polynomial and well

known Fox’s H-function and the last integral involves product of a Jacobi polynomial and

‘g’ function connected with a certain class of Feynman integral which may have practical

applications.

1. Introduction

A function more general than well known Fox H-function was introduced by
Inayat-Hussain ([9], [10]). This function has been put on a firm footing by Buschman
and Srivastava [3]. Recently, a finite integral involving the H-function was evaluated
by Gupta and Soni [7]. This function will be defined and represented in following
manner [3]

H
M,N

P,Q [z] = H
M,N

P,Q

[
z
∣∣∣ (aj , αj ; Aj)1,N , (aj , αj)N+1,P

(bj , βj)1,M , (bj , βj ;Bj)M+1,Q

]
(1.1)

=
1

2πi

∫ i∞

−i∞
φ(ξ)zξdξ,

where

(1.2) φ(ξ) =

∏M
j=1 Γ(bj − βjξ)

∏N
j=1{Γ(1− aj + αjξ)}Aj

∏Q
j=M+1{Γ(1− bj + βjξ)}Bj

∏P
j=N+1 Γ(aj − αjξ)

which contains fractional powers of some of the gamma functions. Here, and through
out the paper aj (j = 1, · · · , P ) and bj (j = 1, · · · , Q) are complex parameters,
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αj ≥ 0 (j = 1, · · · , P ), βj ≥ 0 (j = 1, · · · , Q) (not all zero simultaneously) and
the exponents Aj (j = 1, · · · , N) and Bj (j = M + 1, · · · , Q) can take on non-
integer values. The contour in (1.1) is imaginary axis Re(ξ) = 0. It is suitably
indented in order to avoid the singularities of the gamma functions and to keep
those singularities on appropriate sides. Again, for Aj (j = 1, · · · , N) not an
integer, the poles of the gamma functions of the numerator in (1.2) are converted
to branch points. However, as long as there is no coincidence of poles from any
Γ(bj−βjξ) (j = 1, · · · ,M) and Γ(1−aj +αjξ) (j = 1, · · · , N) pair, the branch cuts
can be chosen so that the path of integration can be distorted in the usual manner.

Evidently, when the exponents Aj and Bj are all positive integers, the H-
function reduces to the well-known Fox’s H-function ([5], [14]). The basic properties
and the following sufficient conditions for the absolute convergence of the defining
integral for the H-function have been given by Buschman and Srivastava [3].

(1.3) Ω ≡
M∑

j=1

βj +
N∑

j=1

Ajαj −
Q∑

j=M+1

Bjβj −
P∑

j=N+1

αj > 0

and

(1.4) |arg(z)| < 1
2
πΩ,

where Ω is given by (1.3).
The behaviour of the H-function for small values of |z| follows easily from a

result recently given by Rathie [12, p.306, eq. (6.9)]. We have

(1.5) H
M,N

P,Q [z] = O
(|z|α)

, α = min
1≤j≤M

[Re(bj/βj)], |z| → 0.

Investigations of the convergence conditions, all possible types of contours, type of
critical points of the integrand of (1.1), etc. can be made by an interested reader
by following analogous techniques given in the well known works of Braaksma [1],
Hai and Yakubovich [8]. We however omit the details.

Also Sm
n [x] occurring in the sequel denotes the general class of polynomials

introduced by Srivastava [13, p.1, eq. (1)]

(1.6) Sm
n [x] =

[n/m]∑
r=0

(−n)mr

r!
An,rx

r, n = 0, 1, 2, · · · ,

where m is an arbitrary positive integer and the coefficients An,r (n, r ≥ 0) are
arbitrary constants, real or complex. On suitably specializing the coefficients An,r,
Sm

n [x] yields a number of known polynomials as its special cases. These include,
among others, the Hermite polynomials, the Jacobi polynomials, the Lagurre poly-
nomials, the Bessel polynomials, the Gould-Hopper polynomials, the Brafman poly-
nomials and several others [15, pp.158-161].
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The following known results [2, p.945, eq. (16)] and [4,p.172, eq.(29)] for the
Jacobi polynomials P

(α,β)
n (x) [11, p.254, eq.(1)], will be required in our investigation

P (α,β)
µ (t + y)P (α,β)

µ (t− y)(1.7)

=
(−1)µ(1 + α)µ(1 + β)µ

(µ!)2

µ∑
n=0

(−µ)n(1 + α + β + µ)n

(1 + α)n(1 + β)n
P (α,β)

n (x)tn

(1.8)
1
y
(1− t + y)−α(1 + t + y)−β = 2−α−β

∞∑
n=0

P (α,β)
n (x)tn,

where y denotes (1− 2xt + t2)1/2 in both (1.7) and (1.8).

2. Main integral

∫ 1

−1

(1− x)ρ(1 + x)σSm
n [w(1− x)u(1 + x)v](2.1)

H
M,N

P,Q

[
z(1− x)h(1 + x)k

∣∣∣ (aj , αj ; Aj)1,N , (aj , αj)N+1,P

(bj , βj)1,M , (bj , βj ;Bj)M+1,Q

]
dx

= 2ρ+σ+1

[n/m]∑
r=0

(−n)mr

r!
An,rw

r2(u+v)rH
M,N+2

P+2,Q+1

[
z2h+k

∣∣∣ (−σ − vr, k; 1), (−ρ− ur, h; 1), (aj , αj ; Aj)1,N , (aj , αj)N+1,P

(bj , βj)1,M , (bj , βj ; Bj)M+1,Q, (−ρ− σ − (u + v)r − 1, h + k; 1)

]
,

where (i) u ≥ 0, v ≥ 0; h ≥ 0, k ≥ 0 (not both zero simultaneously),
(ii) Re(ρ) + h min

1≤j≤M
[Re(bj/βj)] > −1, Re(σ) + k min

1≤j≤M
[Re(bj/βj)] > −1.

(iii) The H-functions occurring in (2.1) satisfy conditions corresponding appro-
priately to those given by (1.3) and (1.4).

Proof. To establish the integral (2.1), we express the H-function occurring in its
left-hand side in terms of Mellin-Barnes contour integral given by (1.1), the general
class of polynomials occurring therein the series form given by (1.6) and then inter-
change the order of summations and integration and the order of x-and ξ-integrals
(which is permissible under the conditions stated with (2.1)) and evaluating the
integral with the help of a modified form of the formula [6, p.314, eq.(3)], we easily
arrive at the desired result (2.1) after a little simplification. ¤

3. Particular cases of main integral

[i] If we take m = 1; w = 1
2 ; u = 1; v = 0 and An,r =

(
n+α

n

) (α + β + n + 1)r

(α + 1)r
in
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(2.1), then the polynomial S1
n

[
1− x

2

]
occurring therein breaks up into the Jacobi

polynomials P
(α,β)
n (x) [16, p.68, eq.(4.3.2)] and the integral (2.1) takes the following

form after a little simplification

∫ 1

−1

(1− x)ρ(1 + x)σP (α,β)
n (x)H

M,N

P,Q(3.1)
[
z(1− x)h(1 + x)k

∣∣∣ (aj , αj ; Aj)1,N , (aj , αj)N+1,P

(bj , βj)1,M , (bj , βj ;Bj)M+1,Q

]
dx

= 2ρ+σ+1
n∑

r=0

(−n)r(α + β + n + 1)r

r!(α + 1)r
H

M,N+2

P+2,Q+1

[
z2h+k

∣∣∣ (−σ, k; 1), (−ρ− r, h; 1), (aj , αj ; Aj)1,N , (aj , αj)N+1,P

(bj , βj)1,M , (bj , βj ; Bj)M+1,Q, (−ρ− σ − r − 1, h + k; 1)

]

the conditions of validity of (3.1) can be easily obtained from those of (2.1).

[ii]

∫ 1

−1

(1− x)ρ(1 + x)σP (α,β)
µ (t + y)P (α,β)

µ (t− y)(3.2)

H
M,N

P,Q

[
z(1− x)h(1 + x)k

∣∣∣ (aj , αj ; Aj)1,N , (aj , αj)N+1,P

(bj , βj)1,M , (bj , βj ;Bj)M+1,Q

]
dx

= 2ρ+σ+1 (−1)µΓ(1 + α + µ)Γ(1 + β + µ)
(µ!)2

µ∑
n=0

n∑
r=0

(−µ)n(1 + α + β + µ)n(−n)r(α + β + n + 1)r

Γ(1 + α + n)Γ(1 + β + n)r!(α + 1)r
tn H

M,N+2

P+2,Q+1

[
z2h+k

∣∣∣ (−σ, k; 1), (−ρ− r, h; 1), (aj , αj ; Aj)1,N , (aj , αj)N+1,P

(bj , βj)1,M , (bj , βj ; Bj)M+1,Q, (−ρ− σ − r − 1, h + k; 1)

]
,

where y = (1 − 2xt + t2)1/2 and the conditions of validity of (3.2) can be easily
obtained from those of (2.1).

Proof. To establish (3.2), we first multiply both the sides of (1.7) by (1 − x)ρ(1 +
x)σH

M,N

P,Q [z(1− x)h(1 + x)k] and integrate with respect to x between the limits −1
to 1, we get

∫ 1

−1

(1− x)ρ(1 + x)σP (α,β)
µ (t + y)P (α,β)

µ (t− y)(3.3)
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H
M,N

P,Q

[
z(1− x)h(1 + x)k

∣∣∣ (aj , αj ; Aj)1,N , (aj , αj)N+1,P

(bj , βj)1,M , (bj , βj ;Bj)M+1,Q

]
dx

=
∫ 1

−1

(−1)µ(1 + α)µ(1 + β)µ

(µ!)2

µ∑
n=0

(−µ)n(1 + α + β + µ)n

(1 + α)n(1 + β)n
P (α,β)

n (x)tn

(1− x)ρ(1 + x)σH
M,N

P,Q

[
z(1− x)h(1 + x)k

∣∣∣ (aj , αj ; Aj)1,N , (aj , αj)N+1,P

(bj , βj)1,M , (bj , βj ; Bj)M+1,Q

]
dx.

Now, interchanging the order of integration and summation in the right hand side
of (3.3), which is justified due to the absolute convergent of the integral involved in
the process and then evaluating the inner integral with the help of (3.1), we easily
arrive at the required result (3.2).

[iii]

(3.4)
∫ 1

−1

(1− x)ρ(1 + x)σ 1
y
(1− t + y)−α(1 + t + y)−β

H
M,N

P,Q

[
z(1− x)h(1 + x)k

∣∣∣ (aj , αj ; Aj)1,N , (aj , αj)N+1,P

(bj , βj)1,M , (bj , βj ;Bj)M+1,Q

]
dx

= 2−α−β+ρ+σ+1
∞∑

n=0

n∑
r=0

(−n)r(α + β + n + 1)r

r!(α + 1)r
tn

H
M,N+2

P+2,Q+1

[
z2h+k

∣∣∣ (−σ, k; 1), (−ρ− r, h; 1), (aj , αj ;Aj)1,N , (aj , αj)N+1,P

(bj , βj)1,M , (bj , βj ; Bj)M+1,Q, (−ρ− σ − r − 1, h + k; 1)

]
,

where y = (1 − 2xt + t2)1/2 and the conditions of validity of (3.4) can be easily
obtained from those of (2.1).

The proof of the formulae (3.4) can be developed by preceding on similar lines
with the help of the result (1.8).

[iv] If we take Aj (j = 1, · · · , N) = Bj (j = M + 1, · · · , Q) = 1, in result (3.1),
we arrive at the following integral which is also sufficiently general in nature

∫ 1

−1

(1− x)ρ(1 + x)σP (α,β)
n (x)(3.5)

HM,N
P,Q

[
z(1− x)h(1 + x)k

∣∣∣ (a1, α1), · · · , (aP , αP )
(b1, β1) · · · , (bQ, βQ)

]
dx

= 2ρ+σ+1
n∑

r=0

(−n)r(α + β + n + 1)r

r!(α + 1)r

HM,N+2
P+2,Q+1

[
z2h+k

∣∣∣ (−σ, k), (−ρ− r, h), (a1, α1), · · · , (aP , αP )
(b1, β1), · · · , (bQ, βQ), (−ρ− σ − r − 1, h + k)

]
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the conditions of validity of (3.5) follow directly from those given with (2.1).
Similarly, taking Aj (j = 1, · · · , N) = Bj (j = M + 1, · · · , Q) = 1, in results

(3.2) and (3.4), we obtain corresponding integrals which are also sufficiently general
in nature.

[v] Now we give an interesting special case of (3.1) involving ‘g’ function con-
nected with a certain class of Feynman integrals [7, p.98, eq.(1.3)]

(3.6)
∫ 1

−1

(1− x)ρ(1 + x)σP (α,β)
n (x)g[γ, η, τ, p; z(1− x)h(1 + x)k]dx

= 2ρ+σ−p−1 Kd−1Γ(p + 1)Γ(1/2 + τ/2)
(−1)pπ1/2Γ(γ)Γ(γ − τ/2)

n∑
r=0

(−n)r(α + β + n + 1)r

r!(α + 1)r
H

1,5

5,4

[
−z2h+k

∣∣∣ (−σ, k; 1), (−ρ− r, h; 1), (1− γ, 1; 1), (1− γ + τ
2 , 1; 1), (1− η, 1; 1 + p)

(0, 1), (− τ
2 , 1; 1), (−η, 1; 1 + p), (−ρ− σ − r − 1, h + k; 1)

]
,

where the g-function occurring in (3.6) is defined in the following manner[7, p.98,
eq.(1.3)].

g(γ, η, τ, p; z) =
Kd−1p!Γ(1 + τ/2)B(1/2, 1/2 + τ/2)

(−1)p22+pπΓ(γ)Γ(γ − τ/2)
(3.7)

∫ i∞

−i∞

dξ

2πi

(−z)ξΓ(−ξ)Γ(γ + ξ)Γ(γ − τ/2 + ξ)
(η + ξ)1+pΓ(1 + τ/2 + ξ)

=
Kd−1Γ(p + 1)Γ(1/2 + τ/2)

(−1)p22+pπ1/2Γ(γ)Γ(γ − τ/2)
H

1,3

3,3

[
−z

∣∣∣ (1− γ, 1; 1), (1− γ + τ/2, 1; 1), (1− η, 1; 1 + p)
(0, 1), (−τ/2, 1; 1), (−η, 1; 1 + p)

]
,

Kd ≡ 21−dπ−d/2/Γ(d/2) [10, p.4121, eq.(5)] and conditions easily obtainable from
(2.1) are satisfied. Specials cases of results (3.2) and (3.4) can also be given but we
omit the details. A number of other integrals involving special cases of H-function
and Sm

n [x] polynomials can also we obtained from our main integral but we don’t
record them here.
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