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Energy Feature Normalization for Robust Speech Recognition
in Noisy Environments*

Yoonjae Lee** - Hanseok Ko**

ABSTRACT

In this paper, we propose two effective energy feature normalization methods for robust
speech recognition in noisy environments. In the first method, we estimate the noise energy
and remove it from the noisy speech energy. In the second method, we propose a modified
algorithm for the Log-energy Dynamic Range Normalization (ERN) method. In the ERN
method, the log energy of the training data in a clean environment is transformed into the
log energy in noisy environments. If the minimum log energy of the test data is outside of
a pre-defined range, the log energy of the test data is also transformed. Since the ERN
method has several weaknesses, we propose a modified transform scheme designed to
reduce the residual mismatch that it produces. In the evaluation conducted on the Aurora2.0
database, we obtained a significant performance improvement.

Keywords: Log—energy Dynamic Range Normalization (ERN), Energy-Subtraction,
Inverse Transform ERN, Speech Recognition

1. Introduction

The mismatch between the training and test conditions is a significant factor that
degrades the performance of the speech recognition system. Thus, finding techniques that
make both conditions equal is one of the most essential and important issues in ASR
(Automatic Speech Recognition) system.

The energy of a speech signal is helpful in discriminating between different sounds,
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such as voiced sounds or unvoiced sounds. Hence, it is widely used as an element of the
feature vector for speech recognition. However, the energy of a signal can change
according to the environmental conditions. For example, the energy of an utterance is
dependent on the loudness of the voice or speakers. In addition, the signal energy in a
clean environment is different from that in a noisy environment. To compensate for these
variations, several energy normalization methods have been introduced.

In conventional energy normalization schemes, the maximum log energy is subtracted
from all of the frames. As a result, the energy is always less than zero, regardless of the
environments. The Hidden Markov Model Toolkit (HTK) supports this method{1]. However,
it is not robust in noisy environments. The mean and variance normalization method and
the log energy dynamic range normalization (ERN) method were recently introduced[2]{3].
In the ERN method, the log energy in a clean environment is transformed into the log
energy in a noisy environment using a predefined dynamic range (D.R). The acoustic model
is obtained using the feature vector with the transformed log energy, and it is assumed
that the maximum log energy of the clean speech is not affected by the additive noise.
However, this assumption does not hold when the signal to noise ratio (SNR) is low. In
addition, the acoustic model with energy parameters transformed by a fixed DR is not
effective over a wide range of SNRs, although it shows the highest average relative
improvement using the given fixed D.R.

In this paper, we propose two methods. In the first method, we assume that the
relationship between the energy of clean speech and the energy of noise is additive.
Therefore, we are able to subtract the noise energy component from the noisy energy. In
the second method, we modify the ERN algorithm in order to reduce the residual mismatch
using the inverse transform of the ERN and the first method.

This paper is organized as follows. First, we review the original ERN algorithm and
describe its weakness in Section 2. We then describe the proposed scheme in Section 3. In
Section 4, we present and discuss the experimental results. Finally, in Section 5, we make

our concluding remarks and discuss future works.



Energy Feature Normalization for Robust Speech Recognition in Noisy Environments 131

2. Log Energy Dynamic Range Normalization (ERN)

The log energy sequence of clean speech is changed by additive noise, as shown in
Figure 1.

In the ERN method, it is assumed that the maximum value of the log energy of the
clean speech is not affected by the additive noise. The mismatch between the clean and
noisy speech is larger at low log energy. As a result of this mismatch, the energy
sequence is transformed, as shown in Figure 2. To reduce this mismatch, more weight is
given to low log energies[3).

First, the dynamic range is defined as follows.

« Max(log—energy,) i=l..n

D.R(dB)=10 (D

Min(log— energy,)

Max(log-energy) and Min(log- energy) are the maximum and minimum values of the log
energy sequence, and D.R is the ratio of the maximum to the minimum log energy. Next,
the Target Minimum (T _Min) is defined. The minimum log energy of clean speech is
transformed so as to increase its value to T_Min. T_Min is obtained by the substitution of

Min(log-energy)into equation 1 to obtain equation 2.

D.R(dB) =10* Max(log- energy,) )
’ T Min

If we set the value of DR, we can find the value of T Min. the following steps are used

in the ERN algorithm.
1. Find the value of Max = Max(log— energy,) and  Min = Min(log— energy;)
2. Define the fixed value of DR and use it to find T_Min.

3. If Min<T _Min, proceed to step 4 to increase the energy.

4. For all frames,

new_log_energy, =log_energy, +
T _Min— Min
Max — Min

(3)
*(Max—log_energy,)
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Figure 1. Comparison of log energy sequences between clean and 10 dB car noisy speech.
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Figure 2. Schematic representation of the energy transform.

However, the ERN algorithm has the following drawbacks.

1. Figure 3 shows the speech energy transformed using the ERN algorithm with an
optimal D.R of 17 dB. The minimum energy of the noisy speech is higher than that of the
target minimum even though it is in a high SNR environment (20 dB). Therefore, the ERN
algorithm is not applied to the test data. In addition, mismatch still exists at low log
energy and can be made worse when the SNR is lower.

2. It is difficult for the maximum log energy to be changed by the noise because of the
characteristics of the log function. However, in low SNR environments, the maximum log
energy of clean speech is readily changed by the noise, as shown in Figure 4.

3. Since the energy of training data is transformed with fixed optimal DR, it is not
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robust for all SNR environments.
Because of these drawbacks, it is difficult to reduce the mismatch effectively for all
SNR environments. To solve the above problems, we propose the energy subtraction

method and the inverse transform ERN combined with energy subtraction.
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Figure 3. Comparison of log energy with 20 dB noisy speech in car environment and
result of ERN algorithm with D.R=17 dB.
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Figure 4. Comparison of log energy with clean speech and 0 dB noisy speech
in car environment.

3. Proposed Methods

3.1 Energy Subtraction method (ES)

We assume that the relationship between the clean speech energy and noise energy is
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additive before the log function is applied. Therefore, we estimate the noise energy and
subtract it from the entire noisy speech energy. We assume that there is no speech signal
in the first 10 frames and consequently, we estimate the noise energy as the average of
the first 10 frame energies.

We set the threshold energy to 150, in order to prevent the energy from becoming very
small or negative. Since the amplitude of the signal is not quite zero in the silence region,

the threshold is experimentally determined log energy value of 5.

3.2 Inverse transform ERN combined with ES

The acoustic model having the transformed energy parameter with fixed D.R is not
reliable in variable SNR environments. Especially, the mismatch of the speech energy is a
serious problem, because the speech energy is important for robust speech recognition. In
practice, we can see that the performance of the ERN algorithm is slightly degraded in
high SNR environments and that the ERN algorithm with a fixed D.R does not obtain the
highest performance at all SNRs. In addition, the assumption that the maximum log energy
of the clean speech is not affected by the noise does not hold at low SNRs.

In an attempt to overcome these difficulties, we refrain from transforming the high log
energy of the training data in the clean environment, and instead compensate for the high
log energy of the test data. In this paper, we set the D.R to a fixed value of 17 dB. This
DR is an optimal value in the case of the ERN algorithm. Then we apply the ERN
algorithm to those values of the training data which are less than the threshold 7%, as in

equation 4.
Th = a * Min+(1~ @) * Max (4)

We let ¢ =0.5 (Half-ERN). Min and Max mean the minimum and maximum log energies
of the all frames, respectively. If the minimum log energy of the test data is less than the
target minimum, we also apply the Half~-ERN method.

If the minimum log energy of the test data is larger than the target minimum, we apply
the ES or inverse transform ERN (IT-ERN) to the test data. We also set the threshold to
the log energy of the test data using equation 4 with ¢ =0.5.

In the case of energies below the threshold, we apply the IT-ERN. In contrast to the
ERN, the IT-ERN is the technique to fall off the low log energy iﬁ order to reduce the
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mismatch observed in Figure 3. Therefore, we decrease the energy, so that the minimum
energy reaches to the target minimum.
To accomplish this, in equation 3, we interchange Min and T Min. Then, we calculate

the inverse function. As a result, we can obtain the new transformed log energy as follows.

. _K*
estimated _e, _hoisy e, - K*Max )
B (1-K)
where K = Min-T_Min
Max ~T _Min

noisy_e, refers to the i” frame log energy of the test data.

For energy values above the threshold, we apply the ES method. Since we estimate the
noise energy from the test data, we can compensate for the relatively high energy of the
noisy speech regardless of the SNR. If the estimated noise energy is larger than the noisy
energy, we do not perform the ES. In this way, we can guarantee that the energy is
always positive. Finally, the variation of the log energy is large for small changes at low
energy. So, as a post-processing step, we utilize a 3-point moving average procedure to
smooth this large variation. The entire proposed algorithm is depicted in Figure 5. Figure 6
shows the results of the ERN and the IT-ERN combined with ES. We can see that the
mismatch of the proposed method is less than that of the ERN.

noisy & i=Ll..n
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Figure 5. Block diagram of the proposed method
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Figure 6. Comparison of the ERN and proposed algorithm in the case of a 10 dB car
noisy speech energy sequence.

4. Experiments and Results

In this paper, we followed the Aurora2.0 evaluation, the procedure for performance
verification, along with identical conditions suggested in the Aurora2.0 procedure[4](5].

The Aurora2.0 database contains English coﬁnected digits recorded in clean environments.
Three sets of sentences under several conditions (e.g. Set A: subway, car noise, Set B:
restaurant, street and train station noise, Set C: subway and street noise) were prepared by
contaminating them with noise at SNRs ranging from -5 dB to 20 dB and clean condition.

A total of 1001 sentences are included in each noise condition.

Table 1. Word accuracy of the various algorithms in the case of the car noise condition in
Aurora2.0(%)
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5 dB 34.09 59.23 58.66 65.73
0dB 14.46 27.02 . 28.24 34.30
-5 dB 9.39 1071 11.42 14.97
Avg 60.60 72.56 72.51 75.88

Table 2. Average word accuracy of the various algorithms for all data sets in Aurora2.0(%)

I'T-ERN
Baseline ;

. i WithEs
Set A 7271 67.42 76.08
Set B 5575 7190 66.06 76.80
Set C 66.14 6166 6257 6497

In Table 1, ERN is the original algorithm with a fixed D.R of 17 dB. In the case of the
ERN method, the performance in the 20 dB noisy environment is slightly degraded because
the variation of the transformed speech energy is larger than the real variation induced by
the noise. This lack of robustness to various SNR environments is a problem of the ERN
algorithm. The performance of the ES algorithm is similar to that of the ERN algorithm.
However, we can see that the performance of ES falls off, as compared with the ERN
algorithm in various environments in Table 2. Since the variance of the car noise is
relatively small, we can estimate the noise energy well using the energy of the first 10
frames. However, the variances of the other noises are not as small as that of car noise,
so it is not sufficient to use the energy of the first 10 frames to estimate their noise
energies. ’

In the case of the IT-ERN combined with ES algorithm, we obtained a substantial
improvement over the original ERN and ES methods. In this algorithm, we do not
transform the relatively high log energy values of the training data. Instead, we subtract
the estimated noise energy (not the log energy) from the relatively high energy values of
the test data. Since we compensate for the energy of the noisy test data by taking the
noisy environment into considerations, it is very robust to variable environments. In
addition, we reduced the mismatch at low log energy to a greater extent than in original
ERN method using the inverse transformation. That is the reason for the improvement.

However, we obtained degraded results in the case of Set C database with additive
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noise and channel distortion. We believe that the channel distortion makes it difficult to
estimate the energy of the noise. Although all of the algorithms cause the degraded results
in the case of Set C database, the proposed‘ method is more robust than the original ERN
algorithm.

In this paper, we obtained average word accuracies of up to 76.08%, 76.80% and 64.97%
for the Set A, Set B and Set C database, respectively, using only energy normalization.

5. Conclusions

In this paper, we proposed the log energy feature normalization algorithm for robust
speech recognition. The two proposed algorithms consist of the energy subtraction and
inverse transform ERN combined with energy subtraction. The energy subtraction is
effective in a stationary noisy environment. Also, we obtained an improvement over the
original ERN using the inverse transform ERN combined with energy subtraction. In the
high log energy region, we subtract the estimated noise energy from the noisy speech
energy and we fall off the log energy to the target minimum in the low log energy region.
By means of the proposed algorithm, it is possible to make the log energy feature more
robust to various environments. In a future work, we intend to focus on the problem of

robust energy normalization for channel distortion.
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