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ON THE ADMISSIBILITY OF HIERARCHICAL BAYES
ESTIMATORS

Byune HweEe KiMm! aAND IN HoNGg CHANG?

ABSTRACT

In the problem of estimating the error variance in the balanced fixed-
effects one-way analysis of variance (ANOVA) model, Ghosh (1994) pro-
posed hierarchical Bayes estimators and raised a conjecture for which all of
his hierarchical Bayes estimators are admissible. In this paper we prove this
conjecture is true by representing one-way ANOVA model to the distribu-
tional form of a multiparameter exponential family.
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1. INTRODUCTION

Consider the problem of estimating the error variance o2 in the following
balanced one-way analysis of variance (ANOVA) model:
Y;'jzei—i—éij, i=1,2,...,k, j:1,2,...,n, (1.1)

where the €;;’s are independentely and identically distributed éid as N (0, 0?).
The loss to be considered is the relative squared error loss

L(d,0?) = (do™2% — 1)2, (1.2)

Ghosh (1994) developed the hierarchical priors and the corresponding hi-
erarchical Bayes estimators of 02 and derived a subclass of these hierarchical
Bayes estimators which dominates the best multiple estimator of ¢2, namely
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S/{(n — 1)k + 2}, where S is the error sum of squares. The latter is known to
be the best equivariant constant risk minimax estimators of o2 under the affine
group of transformations. Accordingly, these hierarchical Bayes estimators which
dominate S/{(n — 1)k + 2} are also minimax estimators of o2. Ghosh (1994) also
points out the non-minimaxity of some of the proposed hierarchical Bayes esti-
mators and raised a conjecture for which all of his estimators are admissible.

Datta and Ghosh (1995) proposed a slightly different class of hierarchical
Bayes estimators of 02, and provided a more detailed discussion of the mini-
maxity of these estimators. (In particular, the minimaxity of certain subclass of
the hierarchical Bayes estimators is proved, while others are shown to be non-
minimax).

A closely related problem is to estimate the variance based on a random sam-
ple from a normal distribution with unknown mean. Maatta and Casella (1990)
traced the history of this estimation problem starting with Stein’s (1964) elegant
proof of the inadmissibility of the “usual estimator” of the variance. Later results
follow from Stein’s result in a natural sequence. First, Brown (1968), then Brew-
ster and Zidek (1974) improved on Stein’s (1964) result. Strawderman (1974) also
exhibited improved estimators of the normal variance using a different technique.
Stein’s (1964) estimator and Brown’s (1968) estimator are inadmissible. Proskin
(1985) showed that the Brewster and Zidek estimator is admissible.

The purpose of this paper is to verify that the Ghosh’s (1994) conjecture is
true. In Section 2 we provide some preliminaries which are crucial in the rest
of this paper. In Section 3 we provide a proof concerning the admissibility of
Ghosh’s (1994) estimators.

2. PRELIMINARIES

In the one-way ANOVA model (1.1) the minimal sufficient statistic is (Y71, ...,
Y%, S), where

n

Vi=n)Yy, i=12,...,k

and

Write Y; for Y;, i =1,2,...,k,andlet Y = (Y,...,Yx)T and 8 = (0y,...,6:)7.
Consider the following hierarchical Bayesian model:
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(I) Conditionally on 8, 0% and o2 , Y and S are mutually independent with
2
Y ~ Nu(8, = 1)
n
and
S~ U2Xk:('n,—1)7 n 2z 2;

(IT) Conditionally on ¢? and o2,
8 ~ Ni(0, 03 1x);

a—

(ITT) (o2, 02) (02)Tb_1(nag+02)_47_b, 0<a<kn+2, 0<b<k+2.

REMARK 2.1. The model (1.1) is commonly called fixed-effects ANOVA mo-
del. Also, note that (I) and (II) represent a balanced one-way random-effects
ANOVA model. Box and Tiao (1973, p.328) noted that there is little difference
between two models from a Bayesian viewpoint. They stated, “ --- the term
fixed effect is essentially a sampling theory concept because in this frame work,
the effects are regarded as fixed but unknown constants. From the Bayesian

”

viewpoint, all parameters are random variables - - -

REMARK 2.2. The prior 7(0?,02) in (III) was first used in Portnoy (1971)
with slightly different notations who treated the problem of estmating o2 under
the scale invariant loss. Based on (I) and (II), the prior (02, 02) with a = b = 2
in (III) is Jeffreys’ prior and also the reference prior of Berger and Bernardo (1992)

treating o2 as the parameter of interest and ag as the nuisance parameter.

Based on (I)—(III) with @ = b Ghosh (1994) obtained the following hierarchi-
cal Bayes estimator of o2 under the loss (1.2):

S

% (Y, 5) = k(n— 1) +2

[1—¢a(V)], (2.1)

9 V%(k—a+2)(1 _ V)%[k(n—l)-{-Z]

h a = )
where ¢ (V) kn—a-+4 fOV z%(k—a)(l _ z)%[k(n—1)+2]dz

0<a<k+2,

with V =T/(T+8), T=nYF V2.
Now, from (I), the joint density of Y and S is

f(y,s16,0%)

"

- T n
k("z 1)—1e;%yT9~i2(nyTy+s)e—5§g0 0—’“—2—ln02.(2.2)
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We first make the reparametrization

n = 0—;, i=1,2,...,k
o
and 1
Me+1 = T o052
Put ny; =z;, i =1,2,...,k, and nyly +s = Zx+1. Then the inverse trans-
formation becomes y; = z;/n, i=1,2,...,k, and s = zg41 — (1/n) Zle ;2

with Jacobian n~*. Here (2.2) can be written in the form
£ (xlm) = M9 (2.3)

with respect to a o- finite measure

k(n—1
k 2 -1

k
n2 1
pldx) = opn ($k+1 - = wz) dx,
F(k n—l))2ﬂ_2_.1_) n ;

2

where x = (z1,...,Tk41), 0= (N1,...,Mk+1), and

n 1 T nk ( 1 >
= —| - 4+ —In{ —
) 2 ( 277k+1) M 2Mk+1

with m= (7]1, e ,nk).
(2.3) has the form of densities belonging to the (k + 1)-parameter exponential
family in the natural form with the natural parameter space

Q={n=0,..., k1) : —00 <M <00, 1 =1,2,...,k, and —0oo0 < ng41 < 0}.

Under the same reparametrization the loss in (1.2) becomes

Limern,d) = ot (4= (—5—)) (2.4

Based on (II) and (III) with @ = b the joint prior density of 8, o2 and o2 is

J— 1 T —a
7(8,0%,0%) = (2r) 5 (02) e 727 O (021 (no? 1 o). (2.5)

Using the transformation 8 = 6, ¢% = 02 and X = 02/02, and Jacobian

J = —02 /X%, we have from (2.5) that the joint density of 8, 02 and X is
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2 T 2 - 2
(8,022 = 2m) 5Lyt m? 0o (L) T (0TS
A /\ A2
—a _ _ T
= (ZW)—g(JZ)—k 2 4)\k2 (n+)\) i e 5270 6

and hence the joint density of 8 and o2 is
—a o0 —a —a T
(6, 0%) = (2m)~ % (o)~ 5 / N (0 09y (26)
0

Considering the transformation 7; = 8;/0?, i = 1,2,...,k, and 741 = —1/202
with Jacobian J = 2(—1/2nx41)¥? (2.6) becomes

)™ )
2Nk 41 2Mk41

o0
/ A5 (n 4 )~ e TR T g

[N

m(n) = 2(2m)”

= 2(2m) 5 (=2nks1) —i/ 4 A T e 1 Mgy (2.7)

3. ADMISSIBILITY

To prove the admissibility of 67Z(Y,S) in (2.1) under the loss (2.4) we
first consider the problem of estimating a continuous vector function V~y(n) =
(Viy(m), ..., Vit1v(n)) under the loss

k+1
= Vi) (di — Viv(m))?, (3.1)
i=1
where V;(n) = 4n?, i = 1,2,...,k+ 1 and v(n) = —(1/2)In(—2mk4+1). Here
Viy(n) =0, i=1, 2 ok, and vk+1’}’( ) = —1/2m 41 = o>
Write 7(n) in (2. )
where
o0
g(m) = (2m)"% - 2. =¥ / N (4 0T et M gy
0
with

n 1 T nk ( 1 )
=_—1|- +—In{ - .
v) 2 ( 277k+1) mm 2 2Nk 41
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Define
Ix(h) = / h(n)enTx+(k+a)7(n)dn
Q

(k+a)
:/h(n) "7T +(kta) k+ In(— 2"k+1)d’f]
Q

Consider the estimator §™(X) which has the i** coordinate

vy - Xi Ix[Vi(Vi(n)g(n))]
X =T ek Vimg ) ®2)
t=1,2,...,k+ 1. Then it follows from some calculations that
[ViVitmem)l _ . _
LVimg(m] T PT bRk
nd
¢ IX[Vk+1(V;c+1(n)g(n))] - _Xk+1 N (k + a)5HB(X), (33)

Ix[Vit1(n)g(n)]
where §7B(X) = §HB(Y,S) is given by (2.1). Combining (3.2) with (3.3) gives
)

§T(X)=0, i=1,2,....k

and

- P Ix Vi1 (Ve (me(m))]  _ cub
0= 0t Ch - ok Ven(maGy] 2 0% G4

where 67B(Y, S) is as in (2.1). In fact 6™(X) = (67(X),... ,OR(X), 6, (X)T
with 67(X) =0, i =1,2,...,k and 6 ,(X) = SHB(Y,S) is a generalized Bayes
estimator of Vy(n) = (V1y(n), -, Vay(n), Vis1y(n)) with Viy(n) =0, i =
1,2,...,k and Vi117(n) = —1/2nk41(= %) with respect to the prior = given

n (2.7) under the loss (3.1).
Note that if 6™(X) is admissible for estimating V+(n) under the loss (3.1),
then 6™ (X) is admissible for estimating V+y(7) under the loss
k+1

m) =Y Vi (n)(di = Vov(m))?, (3.5)
i=1
and conversely, where

n _nye 1 2
V() = (—2mpr) Femre 2 )M Vitm), i=1,2,...,k+1.

We first prove the admissibility of " (X) under the loss (3.5). To do this, we use
the following result which was due to Dong and Kim (1993).
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LEMMA 3.1. Let 7 be as in (8.1). Then 6™ (X) in (3.4) is admissible for
estimating V~y(n) under the loss (3.5) if, fori =1,2,...,k+1,

Vi*(n)m(n)
ety < 30
/Q (Vs {1V (m)m(m) 2V (m)m(m)dn < oo (3.7)
and /Q Ve (m)n(m)((k + @) Vir(m) + Vath(m)]2dn < oo, (3.8)

where S = {n € Q: A(n) > 2} and A2(n) = X5 In?(|ni)).

The following lemma provides moments of a quadratic form in a multivariate
normal distribution. The proof is omitted.

LEMMA 3.2. Let 11 = (m,...,m)T have a k-variate normal distribution
with mean vector 0 and covariance matrizc —{2ng4+1/(n + X}y, where A > 0
and ngy1 < 0. Then the Ist and 2nd moments of |m|? = mTny are given,
respectively, by

k+2 k+4

—2n 2 . —2n 2
B = (Z224) T et mm = (T2

By using Lemma 3.1 we have the following theorem:

THEOREM 3.1. 6™(X) in (3.4) is admissible for % = —1/2n.1 under the
loss (3.5)if 0<a<k+2.

PrROOF. In the following c is a generic constant depending on &, n and a.
We first check (3.6). Now,

Vit (m)m(n) Vi (n
/97712A2( 2 (AG) " = 2 2>/

-{[ ;<—2nk+1>ﬁ‘z;“e"k+ldnk+1} { ka;z“(m N ab. @)

Consider the transformation © = A/(n + A). Then (3.9) becomes, for a < k + 2,

0 1 .
C{/ (- 277k+1) B 6"’“+1d77k+1} {/ udeu} < 0.
-0 0
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Similarly, [o{V;*(m)7(n)}/{n?A%(n)in*(A(n))}dn < oo for i = 2,3,...,k+1 if
a < k + 2. Hence the condition (3.6) is satisfied.

We next check (3.8). Since Viy(n) =0 for i = 1,2,...,k and Vi 1y(n) =
—1/2nk41, it suffices to show

/Q Vi (m)r(m) (Vagh(m))?dn < oo (3.10)
and

/Q Ve mr(m)[(k + &) Vir1v(n) + V9 (n))2dn < o (3.11)

Recall that Vi¥(n) = n(—1/2nk41)m. Also, note that when m; ~ N(O,
=241/ (n+ X)), E(m*) = 3{—2mk+1/(n + N)}2. Hence the left-hand side of
(3.10) becomes, for a < k + 2,

n—1)—a 2
C/ﬂnf(_2nk+1)k( 12)_46”Ik+1 (/ )\ 2 n+A)———- 4,,k+1|771| dA)d

0 1 a
=c {/ (—2nk+1)’m2_a e"’“+1dnk+1} {/ u"? (1- u)2du} < o0. (3.12)
—oo o

Since Vi19(n) = (n/4n2,1)Im|? — (nk/2nk+1), the left-hand side of (3.11) be-
comes

9 k(n—1)—a
C/an-i—l(—'277k+1) 2 et

2
k+a n nk
T+l 4M54, Mh+1

0 —a —a ntA 2
( / A5 (4 2) " P dA) dn
0

0 —1l)—a o0 —a ~a
- C/ (~20ar) 7 M { / NF (n+ )
oo 0

2 2
(/ [ T Im|? + (nk + k + a)] 64nk+1 171 dn1> d/\}d'f]k+1.(3.13)

By Lemma 3.2, (3.13) becomes
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0 . o . .
¢ {/ (~2mk41) 3 6”’“+1dnk+1} {3kn2/ ’\kT(” + /\)‘k 5 dA
—00 0

B A

<oo if a<k+2.

Hence (3.10) and (3.11) are satisfied and therefore (3.8) is satisfied. Finally, we
check (3.7). It suffices to check

/Q (V2 {1V () e (m) Y2y (m)m ()i < oo (3.14)

+2nk(nk + k + a) / A (n 4+ A)”
0

+(nk+k+a)2/ A (A
0

and

TVt PV < o (3.15)
The left-hand side of (3.14) becomes

[ o,
o Vi)

2 2
k{n—1)—a nnl
<c / —2Mk41 2 {2——} eTkt+1
{ Q( +) (—2mk41)

oo — 2 n—1l)—a—
([ e et C“) an + [ (o) T e
0 Q

0y k—at2 e 2 I |?
(L g,

2
JE N (4 ) e g
= Ay + Ag, say. (3.16)
Consider the first term, A;, in (3.16). Then

0 1,
A < C/ (- 2771c+1) BN {/ UdeU} dng+1
—00 0

0 1
+c/ (—2nk+1)kTe’7’°+1 {/ uk_Ta(l - u)2du} dnk+1
oo 0

< 00 if a<k+2.
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Consider the second term, Ag, in (3.16). By integration by parts,

X k_at —g -2EA 17y 2
/ )\k 2 2(n+,\)_4_’764"k+1 Ml d\
0

—_ - 2
=( Ii”k';l)(k a+2) / A (n 4 )45 w1 g
1

_ o —a . 2
. @?",——z”@_a) /0 N () T

and hence
—a _a ntA
fooo )\k—zﬂ(n )\)_9_ Tret 1171|2d)\

Joo A A2 (n+ A2 T Trern M g

iﬂ#) —a+2) ifa<4

(e
(

(k
_2nk+1)(k_a+2)+(;2ﬂ.'tg.l)(a—4) ifa>4

(71 (711

= (—ﬁ;ﬁ;l) max{k —a+2,k—2}. (3.17)

Hence, from (3.17), we have

4 1)—a 00 _
mse (l) (2mp0) B2 s (/ A7 (4 2)~ e “"’“*"m'dA)dn.
a \Iml| 0
(3.18)

Since n?/|m1|? < 1, we have, from (3.18)

0 o0
A s c{/ (—2042) 5" enk+1d77k+1} {/ AR (n o+ A)_k—3+6d)\}
oo A

< 00 if a<k+2.

Hence (3.14) is satisfied.
Finally, the left-hand side of (3.15) becomes, after some calculations,

/Q (Vi1 (Vs () () HPVi s () (m)

/{k (n—1)—a+4)?

<4V n)dn + 8
/Q kH( ) 77 277k+1)

Vit (mm(n)dn
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’I’L2 T 4 *
+/Q(_Tl%;%z‘/k+1(ﬂ)7r(ﬂ)dn

2

4 0o | k—at2 e/ 1 Uk
n ATz (n4+ )77 et dA
w2 [ Jo Vi (mm(n)dn

_ 4 _a _g nEA
2lk+1) 55 NT (n 4+ M)~ e KRN

= 4B + 8(B; + B3) + 2B4.

0 a 1 .
B = c{/ (—277k+1)kn 2 46"’““d77lc+1} {/ UdeU}
—o0 0

<o if a<k+2.

Now,

Similarly, if a < k+ 2 By < o0 and B; < oo and using Lemma 3.2 By < 0.
Hence (3.15) is satisfied if a < k + 2, and therefore (3.7) is satisfied. By Lemma
3.1, the proof of Theorem 3.1 is complete.

Therefore, 6™ (X) in (3.4) is also admissible for V+(n) under the loss (3.1).
Note that V,v(n) =0,i=1,2,...,k, Vir17(n) = —(1/2nk41)(= 0?), and

0"(X) = (67(X), - -, 05 (X), 61.1(X))

with 67(X) =0, i=1,2,...,k and 6] (X)=675(Y,S), 0<a<k+2.
This implies that there dose not exist any other estimator §(X) such that

Ri1(n,6) < Ri(n,6™) forallme
and R;1(n,8) < Ri(n,0"™) for some 7, (3.19)

where R;(n,-) denote the risk of an estimator under the loss (3.1).

Now, Ry(n,6) = 21, Vi(m) Enl(8:(X))?1+Ves1 () Enl(8k11(X)—Vis17(m))?]
and Ry(n,0") = Vit1(0)Eq[(6,,(X) — Vi417(n))?]. Then with the choice of
6i(X)=0, i=12,...,k,

Ry(n,8) = Vir1(m) En(671(X) = Vir1v(m)’]-

Hence there does not exist any estimator of the form

0(X) = (61(X), .- ., 6k(X), 6k+1(X))
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with 6;(X) =0, ¢=1,2,...,k such that

Vier1 (M) Enl(6k+1(X) — Vis1v(m))?
< Vi1 (M Enl(6741(X) = Vis1v(m))?] forall ne

with strict inequality for at least one 1. This implies that 0 (X) = SHB(Y,S)
with 0 < a < k + 2 is admissible for estimating Vi117(n) = —(1/2nk+1) = o2

under the loss (2.4), i.e., under the loss (1.2) since Vi41(n) = 4n2,,(=07*) >0
for —0co < M1 < 0. a
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