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An Artificial Neural Network Learning Fuzzy Membership
Functions for Extracting Color Sketch Features
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Abstract

This paper describes the technique which utilizes a fuzzy neural network to sketch feature
extraction in digital images. We configure an artificial neural network and make it learn fuzzy
membership functions to decide a local threshold applying to sketch feature extraction. To do this, we
put the learning data which is membership functions generated based on optimal feature map of a few
standard images into the artificial neural network. The proposed technique extracts sketch features in
an image very effectively and rapidly because the input fuzzy variable have some desirable
characteristics for feature extraction such as dependency of local intensity and excellent performance
and the proposed fuzzy neural network is learned from their membership functions, We show that the
fuzzy neural network has a good performance in extracting sketch features without human intervention.
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In case of projection of object space with
non-uniform reflection, the features called edges
occur at points which have abrupt changes in
luminance and in case of projection of object space
with uniform reflectance, the features called at
points which have local luminance minima call
valleys. Feature extraction is a technique used in
image pre-processing for image enhancement, for
pattern recognition or for motion video transmission
by reducing an image to show only its feature
details. There have been developed many filters
such as Sobel, Kirsh and Robinson filters for the
purpose of extracting image features efficiently.(1-3)
However, an observer's feeling associated with the
features in an image is more sensitive to dark
regions than to bright regions, and many filters
including the above filters are usually not efficient
to extract the significant features as perceived by
human beings. In this paper, we show that our
gradient represented by the different between the
arithmetic mean and the harmonic mean in a 3x3
window generates a feature extraction method
which creates feature images clearer than those by
other method.(4) This gradient filter has some
advantages, for example simple computation,
dependence on local intensities and less sensitive
to small intensity changes in very dark regions.
Basically, the idea underlying most (feature
extraction techniques is the computation of a local
derivative operator and the selection of a
threshold. (2] the establishment of a

threshold for extracting features may be viewed as

However,

an operation that involves in trials and errors test
because an optimal threshold depend on image
contents. And due to the complexity of the physical
of the

multiple sources of noise, the signal to be processed

objects and imaging apparatus, and to
is complex, and the selection of the threshold which

we use to extract meaningful intensity discontinuities

is non trivial. Besides, human visual system has
thresholds  and
asymptotically from the De Vries_Rose region to the

visual  increment converges
Weber region as intensity increases(5). Therefore, a
good thresholding techmique should match the above
mentioned human psychovisual phenomena as closely
as possible. In this paper, we introduce fuzzy
measures and present their fuzzy membership function
for a threshold selection in order to extract features in
images. And using the method of trial and error, we
tune the membership function of the fuzzy reasoning
which evaluates a threshold for
configurations. Finally, we put the membership

functions which is generated for the learning data

local feature

into the neural network. We will show that the
artificial neural network which is learned by the
fuzzy membership functions provide a local threshold
for feature extraction in an image without any
human interventions.

Il. Feature Extracting Filters

Several convolutional filters have been emerged
to improve the performance of the sketch feature
extraction in images. The operators presented by
Van Vliet et al. relate closely to the morphological
gradient operator(6) and the implementation of
these operators is very easy. The nonlinear
gradient operator is relatively insensitive to noise
and granularity but it extracts ramp edges often
existing in real images as thick lines and does not
depend on local intensities. The nonlinear gradient

operator, NG, is defined as follows:

NG’(i,j) =fmax (i,j) -—f(i,j) | s M

where fmax(i,j) denotes the maximum intensity
and f(i,j) the center-pixel intensity in a window.
The Laplacian edge operator produces a zero
It detects high
frequency details accurately and its implementation

crossing at an edge location.

is facilitated, but it is generally more sensitive to
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noise than other operators. This defect can be
overcome to some extent by adopting its nonlinear
versions. The nonlinear Laplacian, NL, is defined
by the second-order derivatives as follows:

NL(i,j) = Fies (z,]) +fin (6,7) = 2F (4,7}, oo

where fmin(i,j) denotes the minimum intensity
in a window. The shifting effect of the edge
locations which occurs in the nonlinear gradient
operator does not occur in the nonlinear Laplacian
because of its second-order derivatives. However,
the nonlinear Laplacian does not depend on local
intensities and creates several false edges,
especially in the areas where the image variance is
small, because small intensity perturbations tend
to produce false zero—crossings.

The logical Laplacian operator, LL, is defined in

a 3x3 window as follows:

LIinj) = L [f(i—1,5—1) — f(i,j)]
+ L, (fli~1,5) — £ (5, 5)]
+L[fli,j—1) = fli,5)]
+L[f 6,5 +1) = £, 5)]
+ L [fli+1,5—1)— £(,5)]
+ L [fli+1,j+1)— G5,

where L1(x) and L2(x) are nonlinear accelerated
type functions for rejecting small differences and
amplifying large differences. The logical Laplacian
is less sensitive to noise than any other versions of
the Laplacian but it also does not depend on local
intensities.

The entropy operator, H, calculates the entropy
at a center-pixel in a 3x3 window as follows.

1 1
H(i,j) =— 2 2 P jlogp, ]-/log‘:'), ............................ (4)
im—1j=-1
,where
11
P ;= FGg) / Z Zf(z,]) ............................... (5)

i=—1j=-1
The entropy operator extracts the features of
dark regions quite well because of its dependence

the
extracted as thick lines since it weights all pixels

on local intensities. However, features are
uniformly within the local region. It is noted that
the entropy operator needs a large amount of
computation due to the logarithmic operation.

On the other hand, an approximation of the visual
increment threshold was proposed by Kundu et al(5].
They pointed out that the perceived intensity of a
surface local
classified the visual increment threshold differently
according to the De Vries-Rose region, the Weber

depends on its intensities and

region and the saturation region as a function of
local intensity. The visual increment thresholds in
each region were proposed as follows:

K, VB, De Viies— Rose region,
AB,={K,B, Weber region, e (6)
KB, saturation region,

where AB,. B, Kl. K2, and K3 denote the

visual increment threshold, local intensity and
constants of the corresponding regions respectively.

As reviewed in the above, the presently existing
convolutional filters possess their shortcomings for
extracting sketch features since they either do not
consider local intensities or have some problems
such as computational time and sensitivities in
dark regions. We will show that our filter named
DBAH the
extraction of sketch features similar to the human

phenomena. (4] The DBAH
filter the difference

between the arithmetic mean and the harmonic

is well appropriate for effective
psychovisual

convolutional calculates
mean using the selected two pixel in window. The
DBAH filter uses the maximum intensity pixel
and the center-pixel intensity value f

cen

value f,..

in a window, which is defined as follows:

fua TG0 2600 F)
2 Faex T @3)

DBAH(i,j) =
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The above DBAH convolutional filter tends to
become larger for the greater intensity change.
This tendency is the result that the arithmetic
mean increases linearly but the harmonic mean
approaches to the center pixel intensity with
higher rate as the difference between the maximum
and center pixel intensities increases. And the
DBAH filter is apt to be larger in the dark region
for the same intensity change rate. This tendency
is the result that the arithmetic mean decreases
linearly but the harmonic mean approaches more
rapidly and closely to the center pixel intensity
for the lower sum of the selected the pixel
As a result, the DBAH filter
tends to become larger for the greater difference

intensity values.

between these two intensities and is apt to be
higher in the dark region where the sum of these
two intensity values is lower. Moreover, it is noted
that the DBAH filter is extremely small in the
very dark region because both of the intensities
are quite small. The advantages of the DBAH filter
discussed so far is that the DBAH filter can take
into account the intensity change rates, the local
intensities and the very dark regions as well in
images, which makes it possible to develope an
efficient feature extraction technique akin to the
human visual system.

Figure 1 shows the output responses of each
convolutional filters to an ideal ramp edge and an
ideal valley. The nonlinear gradient and entropy
filter exibit a possibility of a thick edge extraction
and the entropy filter has a small response in the
valley. On the other hand, the DBAH extract edges
at the bottom of the ramp but responds very well
in the valley.
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Figure 1. (a) an ideal edge: (b) an ideal valley: (c)-(j)
filtered result applying nonlinear gradient, nonlinear
laplacian, entropy and DBAH to (a) and (b), respectively.

28l 1. (a) ofaol oliX|; (b) OWMEIQ! wi2l; (c)-(}) B
TRCIE, BIMY 2f=aiiet AERT] Y DBAHE (a)9} (b)ol

g3t 2}

Figures 2 (b)~(d) show the transfer characteristic
functions of convolutional filters employing to the
input which has all possible combination of local
intensities and intensity variations in an image
(Figure 2(a)): independent of the local intensities
{Figure 2(b)), dependent on the local intensities
(Figure 2(c). for example entropy convolutional
filter) and considered with DBAH (Figure 2(d)). As
it is seen in Figure 3, the outputs applying filters
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such as nonlinear gradient shows independence of
local intensities and the outputs applying the
entropy filter could not reveal the reality of images
due to extremely high responding value for the small
intensity change rates in the very low intensity
regions. While the output of the proposed filters as
shown in Figure 2(d) agrees quite closely with the
perception of human being especially in very dark
regions. Therefore, the proposed filters convolutional
filter possesses unique advantages over the other
convolutional filters for extracting sketch features.
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Figure 2. (a) all possibile combination of local intensities
and intensity variations in an image: (b) local intensity
independent transfer characteristic function(for example
Nonlinear gradient, Nonlinear Laplace convolutional filter),
(c) transfer characteristic function of the entropy
convolutional filter: (d) transfer characteristic function of
the proposed convolutional filters.
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Ill. Loacal Thresholds Selection Using
Fuzzy Inference System and Their
Learning Using Neural Network

In this section, a fuzzy reasoning technique for
establishing a local threshold is described. we
present a fuzzy inference system and two fuzzy
measures in order to use for selecting a threshold
which is independent on being processed images.

In general, there have been attempted mode
methods, P-tile methods and variable thresholding
methods to establish a threshold for features
extraction.(7-8) The simplest of all thresholding
techniques is to partition the gradient histogram
by using a single threshold. However, there are
various histogram types according to images and
the perception of features by the human visual
system is an extremely complex process that is
strongly influenced by prior knowledge, So, it is
very difficult to select an optimal threshold by
mode methods because of a number of histogram
And in P-tile
thresholding methods,

types. methods and variable
some prior informations
about being processed images are needed for an
efficient threshold, Besides, a global threshold
method is ineffective to find the features in an
image because there exist sketch features over a
broad range of intensity distributions in an image
and human visual system is more sensitive to
features in dark region rather than a bright region.
Haralick

pixel (i,j) as follows:

et al proposed a variable threshold in

E AG,j)
G(i,]‘):%(l_}.l_go) RS (8)

where nxn denotes a window size and p is a
probability. The variable threshold using equation
(8) reflects local characteristics considerably well
but it needs a prior image information because



16 BE 7AFEEREE #2006, 7))

probability value p should be set differently

according to processed images. Kundu etal
classified the intensity range of an input image as
Devris—Rose region, Weber region and Saturation

region. They proposed local thresholds considered

not only local intensities but also intensity
variations as follows:
EG,5) =1 lf\/‘EZK/%BL ....................... (9)
when o B < B<o,B or
AB
if—>
if B > K
when B, < B< oy,
.. AB K
if—2>—7
B B
when B> B,
E(i,7) =0 otherwise
,where
_ n n I(l,])
B_ign]-;,, ey (10)
AB=|I{ij5)— B
0<ay,,04 <1
Bt zl(i’j)max _I(i7j)min
1 AB
= 10075 Jues

and B is 2 approximately. The above method is
very efficient for extracting feature in images but
it has 4 parameters which should be set differently
according to images.

as reviewed in the above, there is also an
ambiguity in the process of selecting a threshold
deciding whether a pixel in an image is a feature
or not. Hence, in this section we introduce a fuzzy
inference system to evaluate local thresholds for

extracting image features. The overall process for a

color sketch feature map is show in Figure 1.

Fuzzy tocal
Thresholds
IIrr;EaLthe —* Inference F'?na;u;e
System g
Membership
Functions
Modification

Figure 3. the overall process for color sketch feature map.
03 3. 22} AAx| SAE WS ¢fst Malnky

DBAH and
used as

To accomplish our goal, the

DF(Degree of Fuzziness) are fuzzy
measures for a local threshold decision to extract
features in an image. The DF which is the DBAHs’
mean in all pixels of a window has some relation
with the degree of featureness in a local region.
The DF is defined as follows.

DF(i,j)=% 21: 21: DBAHG+1,j+m) -eeeeeeeees (1D

{=~1lm=~1

— DBAH(, )

.where 1 and m denote the number of pixel rows
and pixel columns in a window. However, the
values computed by using Eq. (7) and Eq. (11) for
local thresholds are very ambiguous and have
imprecise boundary, so we represent them as
qualitative and linguistic descriptions and define
them as fuzzy set with membership functions. We
classified DBAH and DF into three fuzzy classes
represented by the three fuzzy set values low,
medium and high. The fuzzy partitions of input
and output spaces which represent the probability
of being features and the level of thresholds are

shown in Figure 4.
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Figure 4. Fuzzy values of fuzzy variables DBAH, DF, and
Threshold
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threshold for feature

extraction is found by a heuristic method. In our

In general, a global
case, we chose a value corresponding to upper 15%
in the feature strength histogram obtaining from
applying DBAH to an input image and made a
tuning its membership function by a trials and
errors method as shown in Figure 4. In Figure,
Oa, Ob, Oc and Od should be set differently
according to an in image. We normalized a mean
value resulting from applying DBAH to an input
image by its standard deviation. and assigned
them to values of a mean of DBAHs', a mean of
DBAHs +1.5, a mean of DBAHs +2, a mean of
DBAHs +2.5 divided by a standard deviation of
DBAHs’,
inferencing local thresholds, we established the

respectively. To achieve our goal for

fuzzy rules for a local threshold evaluation as
follows.

Table 1. Fuzzy Rules for Local Thresholds Reasoning.
B 1. 2% x| =22 9t x| 77

"DBAH
S Low
DF ™.

Mediumy High

Low High | High Medium|

Mediunt High Medium Low

High Nedium Low Low

L

Finally, we make a defuzzification process by

using the center of gravity method and establish a

feature image. The membership functions are
iteratively modified by the method of trial and
error until an desirable output image is generated.
The finally tuned membership functions are used
as the learning data for the artificial neural
network which is capable of selecting local
thresholds without human intervention.

Now, in order to make a neural network learn
the membership functions of fuzzy inference system
we propose the artificial neural network shown in
Figure 5. The number of input nodes and hidden
nodes are equal to the number of fuzzy measures
and their membership functions of the fuzzy

inference system.

Color input Hidden layer Output
image tayer layer
HIS
—{[-Channel
ggﬁg;eg[ Selection

Figure 5. The Neural Network Architecture for
Automatic Local Thresholds Decision.

O3 5. IFUAIX| ABES A%t AEsRg v

In this paper, we aim to select local thresholds
without human intervention for feature extraction
in color images. Hence, we use tuned membership
functions generated by the process shown in Figure
3 as inputs of the artificial neural network. The
procedure of the proposed learning algorithm is
shown as follows:

Step 1 : Generate fuzzy membership functions
from the learning images

Step 2 : Initialize connection weights and bias
of the artificial neural network

Step 3: Update connection weights applying

learning data to the input of the

artificial neural network.
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Step 4: Go to Step 3 until
condition is satisfied

convergence

The connection weights are determined recursively
13 and 14, and the
appropriate weight changes are made in order to

by the equations 12,

make the value of the equation 16 which is our
measure of the error minimize.[9)

oWy, =— (o—ad)f ( Wiz —0,) wooveesssssssssmssnn (12)

=1k s=

5”& __(o_d)f'(;:k IW’;lz" 91) ....................... (13)
=1k=
XF (Y 2 W —0,)

where xi, yj, zk, and o are output values for
each input unit, hidden unit and output unit
respectively and d is the desired output value of
the neural network. f'() is the derivative of the

activation function in equation 15.

1
= —— (15)
Ax) 1+e *
— Zl(ol_dl) .............................................. (16)

IV. Performance Results

Figure 6 shows the effectiveness of the fuzzy
inference system using DBAH and DF as fuzzy
variables in order to extract features in digital
images. Figure 6(a) and (b) show the 256 x 256x
8 bits Girl and Lena intensity images. Figure 6(c)

and (d) which are the feature images obtained

when applying the above fuzzy inference system to
Figure 5(a) and (b), respectively. When our fuzzy
membership functions for each local threshold
decision are tuned and the magnitude of the DBAH
in each pixel is above the inferenced local
threshold, we select the pixel as a feature and
configure a feature image. One can see from these
figures that our method creates feature maps
which look detailer than other conventional filter
such as nonlinear gradient, nonlinear laplacian,
logical laplacian and entropy filter et al. Hence,
We used the membership functions which result in
generating figure 6(c) and 6(d) as learning data

for the propose artificial neural network.

(a) (b)

(d)

Figure 6. original images: (a)-(b) and their feature
images: (¢)-(d) used to generate input and output
membership functions for learning the neural network.
T8 6. (a)-(b) e (o)-(d) AHs2Y 558 &8 Hujel
el Mg 9t ERE g

7(M), 7(c) and 7(d) as
input images to evaluate our proposed method.
7(b), 7(c) and 7(d) show that the
artificial neural network has a good performance in

We used figure 7(a),

Figure 7(a),

extracting sketch features.
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(a) (b)

(g) (h)

Figure 7. Experimental input images; (a)-(d) and their
feature images; (e)-(h) using the proposed method.

T8 7. (a)-(d) &3S st B, (e)-(h) XISt Bitg

g ST gt

V. Conclusion

We showed that the artificial neural network
which is learned by the membership functions can
be used for selecting local thresholds. Each local

threshold for making a decision of whether a pixel
is on a feature may be obtained by making the
neural network learn the membership functions
which is tuned to learning data. We showed that
the fuzzy neural network has a good performance
without human

in extracting sketch features

intervention.
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