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1. Introduction

Queueing models with feedback are useful for analyzing
manufacturing systems, communication systems, etc. Recently,
workgroup networking demands higher bandwidths as users
increasingly share and access data across the network. More
powerful work stations promote multiple classes of high-
bandwidth networked applications using imaging, graphics,
and multimedia. Switches are tools for increasing bandwidth,
controlling traffic, and dispelling congestion. A switch fabric
is a method used to actually route a packet from one port
to another port [1, 8].

Also, the shared bus in which an internal high speed back-
plane is used to interconnect switch ports. These switches
usually support packet priority. When we design efficient
packet transmissions under the prospective diversification of
network service requirements, we should investigate the ef-
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fects of their scheduling algorithms including priorities and
service orders of several type of packets on their system per-
formances [1].

In this paper, we investigate a Markovian feedback queue-
ing system with layered composit scheduling algorithms, and
apply our unified solution method developed in [3, 4, 6].
In Markovian feedback systems, each arriving customer joins
one of the stations, and each customer who completes its
service either return to one of the stations or departs from
the system according to a given Markovian probability.

We first define the stochastic process that represents an
evolution of the system, and define the expected sojourn
times of each customer conditioned on the system state at
its arrival epochs. We show that they satisfy the feedback
equations (3.4), (3.8), (3.12). Then we obtain the mean so-
journ times spent during every service stage of each customer
by using busy and service periods. The expressions of the
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performance measures are obtained by solving the feedback
equations. These expressions have the linear structure which
is essentially common to all of the queueing systems inves-
tigated in [3-6].

2. Model Description

A single server serves .J groups of customers at ./ stations.
Customers belonging to a group 4, called i-customers, stay
at station (1 < i< J). Group ¢ consists of Z,-classes of
customers. Customers belonging to class « in group 4, called
(4, ) -customers, arrive from outside the system according
to a Poisson process with rate X, Let S={(4, a):
I<i<Jil<a<L})

The system is separated into two parts which are called
the service facility and the waiting rooms of the stations.
Each customer arriving at each station from outside the sys-
tem or by feedback enters in the service facility when the
gate of the station is opened. Otherwise, it enters in the wait-
ing room. The server selects one of the stations at a time,
and open its gate in order to admit some customers at the
station to its queue in the service facility. Then the server
serves the customers in the facility until the server empties
it. Because the gates of the stations that are not selected
by the server are closed, all customer at such station must
wait for service in the waiting room. Once a customer begins
a service, its service is not interrupted by other customer.
Each time interval from when the server selects a station
until the first time the server empties the service facility is
called a service period.
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<Figure 1> Multiclass queueing model with feedback

Customers are served according to a predetermined sched-
uling algorithm defined below.
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(1) The server selects the stations in the priority order in
which station ¢ has priority over station j if i <j.
(2) The service order of customers for each group in the
service facility is either FCFS or priority. If the server
selects a group with FCFS, it serves all customers in
the service facility in a first-come- first-served base.

If the server selects a group with priority, it serves all
customers in the service facility in the fixed priority base,
where class a customers in the group have priority over
class 3 customers if o < . All customers in each class are
served in a first-come-first-served base.

Service times S, of (i, a)-customers are independent and
identically distributed with mean Z[S,_]. After completing
a service, (i, a)-customer either returns to the system as a
(4, B)-customer with probability p,, 5, or departs from the
system with probability 1- Y, )] Dia,j5- 1he feedback

lsj<A<g<l
probability matrix is given by P = (p,, ;). Since we assume
that P™—>0 as n—oo, where O is a zero matrix. Hence
all arriving customers eventually leave the system. Also, The
arrival processes, service times, and feedback probability
processes are assumed to be independent each other.
We define the stochastic process as follow :

it >0

o= {Y(t) = (X(t),F(t),n(t),a(t),r(t)-,g(t),n(t).,L(t))}

that represents an evolution of the system. (x(t),a(t)) de-
notes the station-class pair of a customer being served at
time ¢. r(t) denotes the remaining service time of a customer
being served at time ¢. The number of(4,a)-customers in
the service facility(not being served) at time ¢ is denoted
by ¢,,(¢), and the number of (i, o)-customers in the waiting
room at time s is denoted by n, (t). Let g,(¢)=(g, (),
1<a=<Z) n(t)=(n, )1 =a=<L), glt)=(g,(t), - g,)
and n(t)=(n, (t), -, n ).

The sample pass of these processes are assumed to be
left-continuous with right hand limits.

The eth customer atrives from outside the system at time
ag and is denoted by ¢*(1 < e < J). The customerc® arrives
from outside the system according to a Poisson process with
rate X, and then it becomes an (4, o)-customer with proba-
bility A,,/). Let M*° be the total number of service stages
of customer ¢® from its arrival from outside the system at
time o until its departure from the system. Let o] be the

time just when it arrives at one of the stations(by feedback)
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or departs from the system after completing its kth service
stage(1 < k< M°). We specify information of the system
L(t) = {4, (t), B,(t), 5,(t);m=1,2,-
(4,,(¢),8,,(t)) is a station-class pair and s, (t) is a

at time ¢ : } where
status
of customer who has arrived the mth earliest of all customers
in the system at time ¢. Let us consider transition epochs
of these process consisting of customer arrival epochs and
service completion epochs. Then let (X(¢),I(t)) denote a
station-class pair of an arriving customer at the last transition
epoch before or on (¢ > 0) ; if it is not a customer arrival
epoch, then (X(¢), I(t)) =(0,0). X(¢t) and Z(t) are right
continuous with left-hand limits.

Possible values of ¥(t)(t > 0) are called states. and the
state space of @ is denoted by (2.

Let f’m,j be the total expected amount of service times
a customer receives from when it becomes an (i, a)
-customer until its departure from the system or its next en-

trance one of the stations 1 through j. Let
i=0

2 Z)\WTMJ’ =1,

i=la=1

We assume that p; <1.

3. Performance Measures

We define three types of the system performance measures
for a customer c¢®. First type of the performance measures
is related to the waiting times of the customer in the waiting
room. The function €, (¢) =1, if the c© stays in the wait-
ing room as an (i, a)-customer at time t or C'%,;,(t) =0
otherwise. Then the ¢®'s waiting time spent in the waiting

room as an (i,a)-customer is defined by

/ o WlOt

For i=0,1,2,---

conditioned on the state of the system(Y) at time o¢ which

, we define its expected waiting times

spent by the ¢® in the waiting room as an (4, o)-customer
after time oy :

we (Y el) / CWW )t Y(o§) = Y] e (3.2)

WL (Y, e 1) / O (DAY (0F) = V] (3.3)

W, (Y, e, 1) is the overall expected waiting time after
time ¢ where as W, (Y, e, 1) is the expected waiting time
during a service stage in [0}, o5,,). The the feedback equa-

tion holds.

W, (Yel)= Wfa(Y,eJ)
+E(W, (Vo) e, 1+ 1UY{0f) = Y] (34)
for {=0,1, 2,--

Second type of performance measures is related to pieces

of the ¢’s waiting times in the waiting room. Let

:/mC&ia(t)l{n(t) —k}dt1 < k< S (B5)

0
where 1A=1 if event A occurs, or 1A=0 otherwise. H¢, (k)
is the c¢®’s waiting time spent in the waiting room as an
(i, a)-customer while the system is in period k. For
1=0,1, 2,
ditioned on the state of the system(Y') at time of which

, we define two expected waiting times con-

spent by the c¢ in the waiting room as an (4, o)-customer

after time o; while the system is in period k.

H, (Ve l, k)
=E / CWm 1{5( ) k?}dtl Y(o'le) = Y] ....... (36)

Hm(y; el k)

=F| / T'p‘lcew’m(t)1{n(t) =k}l Y(o}) = V] (3.7)

H,(Y, e 1, k) is the overall expected waiting time after
time o; where as H{Q(Y, e, 1, k) is the expected waiting
time during a service stage in [0, of,,). Then the feedback

equation holds.

H (Y el k)=H (Y el k)
+E[VV;Q(Y(UI+1)7€7l+1,k|Y(o';): Y] ............. (38)

for 1=0,1,2,- and 1 <k< J

Third type of performance measures is related to the so-
journ times(i.e.,. sum of the waiting time and service time)
of the ¢® in the service facility. We define for any ¢>0
and (4, ) €85, the function C'%,,(¢)

the service facility or receives a service as an (i, o)

=1, if the (¢ stays in
-customer at time ¢ or C4,,(¢t) =0 otherwise.
Then the ¢®’s sojourn time spent in the service facility

as an (i, a)-customer is defined by
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For 1=0, 1, 2,---, we define its expected sojourn times
conditioned on the state of the system(Y") at time of, which

spent by the ¢° in the service facility as an (i, o) -customer

after time o :

F (Y e, l) / O ()dt ¥ (o) = V], = (3.10)

Fl(Y e ) / Chia)dtlY (o7) = V], (3.11)

(7

F, (Y e, 1) is the overall expected sojourn time after time
of where as F! (¥, e, 1) is the expected sojourn time during
a service stage in [0, 0f,,). Then the feedback equation
holds.

F (Y, e 1)=F{(Yel)
+EF(Y(of,,) e, 1H1Y(0f) = Y] (3.12)
for 1=0,1, 2,

4. Busy and Service Periods Analysis

Now let us consider an (i, a)-customer staying at station
i. Let 7°3, be the total amount of service times the customers
receives until the first time it departs from the set of classes
(iv 1)7 "

initial service as an (i, o)-customer. Let T ., be its expected

(i, §)(£5) at station i after at least receiving its

value and 7%, (r) be its expected value conditioned on its
initial remaining service time r as an (4,
for (i, ®)€S8 and 6=0,1, -, L,

«a)-customer. Then,

Tfa_E[SmH'mezﬁTzﬂ ............................................ (4 1)
a=1
8

Tfa( _T+ZpiazﬂT ................................................. (4.2)

B=1
We define
[ —
p::; — Z)\iana S=0, 1, 2, v, L, weoersoerssssmeeeeses (4.3)
a=1

where the empty sum which arises when §=0 is equal to
0. For convenience, we define

1ia(j7 /8):{17 ('7’5) :‘(i’a) ........................................... (44)

0, otherwise

QX129 L7 WAL B HHHE 24 21
Lo 720 s
1 ={y 728 (45)

For any transition epoch 7, let D(7) and nS(7) be the
remaining length of the current service period (or idle period)
x(7) and the number of (i,a)-customers at the period com-
pletion epoch, respectively. Then we define the conditional
expected values.

D( Y) — E[D(T)‘ Y(T) — Y] .............................................. (46)

ﬁg( Y) — E[ng(THY(‘F) - Y] ......................................... (4‘7)

For any (k, )5, let ¥, 42 be the state of the system
in which only a (k, v)-customer ready to start a service is
in the system in a service period k. Let ¥';_ &2 be the state
of the system in which only a (k,7y)-customer having a re-
maining service time r is already in service in this state. We
n&(ky) =nf (Y, )and n (kv r)=ni(Y])

which are the expected numbers of (4, o)-customers at the

define

completion epoch of service period starting with a (k)
-customer. Then we have

n (k)
Ly
:{)‘mr‘Fpmm + Z ()‘kér+pk7,k§) (k §hi=k .. (4.8)
6=1 :
0, i=k

ns (kv r)

Ly
= {Aiar+pk7,ia +(§z}:]()\k6r+pk’y,k5) (k 5) 1=k (49)
0, i=k

L)en at time 7
n=(n,, : (i, ®)ES)). we have

For any state Y'={(4, 3, sg ap 7 g> M,
(g: (gm (4, OZ)ES),

DY)
L —
1) T2 ( ; G 1y G BT 5y >0
— L (410)
1— pMLW
0, Ky =0
no(Y)
T +1 (.7 ﬂ)+1( ) (ﬁgvaov )
L
— +E O G ) D L () Bl —— (4.11)
0, 1=Ky
1m<j7ﬁ)7 Kg =0

The customers belonging among groups 1 through ¢ are
called ¢, -customers. Then we derive the following quantities
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V)= N B+ Ji(}‘ﬁ‘ﬁpja-jé')]_\’%;{)m """" G8)
for 0<é< L and (k,7v)ES(y>4, if k= ). Note that the
c?’s waiting times related to Fjlﬂ( Y, e, 1) (1) from its arriv-
al epoch to the start of its service (for x,=j) and (2) from
the visiting instant of station ; to the start of its service
(for x, = 4)- are (4, 3—1)-busy periods with initial works
of customers with higher priorities than the ¢®’s staying in
the service facility at the beginning of the waiting times.
Then we have

E[nm(0f+1)[Y(Uf) =

B — .
n, +1(r )N];ﬁml>(r>+;lgjazv§£k;“

+>\,WE[S]5] Ko=J,k#]
- +2N] NG
+nﬁN§fg,W +A,WE[Sjﬁ], Ko =, k=

0, k=j

The (4, v)-customers in the service facility at the com-
pletion epoch of the sojourn time F/;(Y; e, ) is similar to
that for the FCFS groups except that in the case (4, )
-customer(-y < B) are cleared from the system when the c®
starts service. Thus we have

Lgm(a +1)’y(0.?) — Y] ..................................................... (510)
0, k=j
/\]’YE[ ]ﬂ] k:.777<ﬂ
= iB—1) 1)
L T J‘Jlo i + Zgja nggjﬁ
+)‘J,3E[Sjﬂ] Ko=3F, k=g, v=0
g]"/+1( ) .]‘Jlfﬂl +Zg]a ]fﬂl)—i_)\’YE[S ]
Hozjvk Jr
NI v (8-1)
N (Y)—n,—1+ EINJ (V)N
+nJﬁN§,]5ﬂ]ﬂ1 1+>‘JBE[SJﬁ] Ky = o k=j,vy=f
+EN] ]iﬁﬂl
+n ]B 1)+/\J’YE[ D_jak:jv

5.3 Linear functional expressions of the
Quantities

From the analysis of this section, we can see the following

important properties :

(1) The component (5, 3, k¢, ap, 7> g, n) of state Y= (4, 3,
Ko G 7> gs T, L) at the " arrival epoch o is sufficient
to derive Wi(Ye, 1), Hy(Y e, k), Fly(¥ e, 1)
and the expected vector of the numbers of customers
Ellglot ), nloc )Y (08) =Y.

(2) These performance measures and conditional expected
number of customers at o7, are linear with respect to

the component (g, n).

Proposition 2. Let Y=(j,8, kp a0 g, n L)ENR, e=1,

2,---and [=0,1,2,--- Then we have

WY e, 1) =(r, 1(r))p " (kg ag 0)
+(g, n)wjﬂ(Ko’O)+wj5(ﬁo7 Q) wrreereeeneeees (5.11)

Hi(Y e, 1, k) =(r, 1r))9p% (i, ag, k)
+(g, n)w P (g, k) +w? (5, k),

TR T e (5.12)
Fi(Ye, 1) =(r, 1(r))n" (k¢ ag)

+(g’ ’n)f]ﬂ(ﬁ, )+fjﬂ(1€0) ............................... (5 13)
For (i, a) = (4, 8)

Wi (Yiel)=H.(Yel)=F]

Also we have

Ellglof.)mlof ) Yof) =¥
=(r, 1(r))v (kg ay)
+(g, W) UP (ko) +u®(k,

Note the coefficients ¢ (g, ag k), w'? (kg k), w? (x,,
k), % (kg aq), f%(xy), F(x,) can be determined from
the given system parameters by using the expressions in this

section.

6. Expressions of the Performance
Measures

We obtain the expressions of the performance measures
defined in section 2.
Let w,,(j, 8, k), F..(j, B) be the solutions of the follow-

ing equations :
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@J$BM=@MQWUM
+ szp]@ mé U™ ) (m, P R (61)
fia(jv B) :p‘jﬂja.fia(j)
J. L
+ Z ;pjﬁ,mgUmé(j)fm(my R — (6.2)
m=16=1

where w'*(j, k), £ (5) and U™ (5} are given (5.11), (5.12),
(5.13) and (5.14). Also let w0, (5. 6, k), [..(7, 3) be the sol-

utions of the following equations:

ia s By k) = pig qw (G, )
J L.
Z: 52:] 36 m6 (J)wm(mv 8, k)
&} ( )] ......................................................... (6.3)

J;m(jv I6) =P]ﬂmfm(j)
+ Z Zp]ﬂ m6 "746 f; (mv 6)

m=1§ =

+J?w(m’ D SR (6.4)

where w'(j, k), f**(5) and w™ (5) are given (5.11), (5.12),
(5.13) and (5.14). Let define constants:

¢ia(j7 67 /’/\307 a(}‘ k) =14 (]7 ﬂ)(ﬁjﬂ(‘%m am k)
+Uj (’507 a()) (] 57 )

wm(jv B, Ky k)
:1i(x(j7 ﬁ)w‘m("fw )+U7ﬂ("f0) ’L(l(j7 ﬂ7 )

wm(j B, Ko» )
+u7ﬂ(m0)

L, (G, 8w’ (kg k)
o> By k) +w i, (G, By k)
Nia (.]’ 8, Kg» a())

= 17@,(]7 6)77 (K'(y
fl'a(ja B, "50)

=1,y BV (ko) + U P (50) £ 10 G, B)
fm(j7 e ﬁg)

= 1,04, B (ko) +

)+’U‘jﬁ(“0v %).fm(jv .ﬁ)

'u‘jB(HO)fia(jv /3) +}ia(j7 ﬂ)

for (kg ay)ES U{(0,0)}, and 0 < k < J. Then we summa-
rize these results.

Propesition 3: For any Y=(j, 3, k¢ ags 7> g, L),e =1, 2,
,1=0,1,2,-,(4, ) ES, and 1 < k < J, we can obtain

the following expressions for the performance measures -

MEH DI BEAMARS] SR

Al
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HI

W, (Yiel) = (r1(r)) (5. B, kgra,0)
+(g7n)wm(juﬁ7ﬁovo)+wm(j7ﬁ7/4()70) """""""" (65)
H,(Ye.k) = (r1(r))¢:, (4. B kgrag, )
+(g:m)w,, (4,5 kigpk) + 1w, (5, Brkg k) = (6.6)

F (Vel)=(r1(r))n,, (5 8:kgaq)
+(gvn)fm(jvﬁv’io) +fia(j’ﬁ7/<’0) """""""""""" (6.7)

Proposition 4 : Let us consider the system defined in section
2. Then for (j,a)eSand k=1,2,--, J, W, (- ) defined
k) defined in (6.6)
) defined in (6.7) satisfies

in (6.5) satisfies equation (3.4), H,,( -,
satisfies equation (3.8), F (-

equation (3.11).

Then it can be shown that equations (3.4), (3.8) and (3.11)
have unique solutions. The proof of Proposition 4 and the
uniqueness is similar to that in [3, 4]. Thus H,( - k)=
H.(-.kand F(-)=F,(+) and equations (6.5), (6.6)
and (6.7) give the linear functional equations of the perform-
ance measures defined in section 2.

7. Conclusions

We have concerned with a queueing system with mul-
ti-layered composite scheduling algorithms. In order to de-
rive the mean sojourn times, we can apply unified solution
method [3-6]. The key feature of our method is to derive
the linear functional expressions for the performance meas-
ures such as (6.5), (6.6) and (6.7). We can obtain the steady
state mean sojourn times by simple limiting procedures.
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