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Maximum Likelihood Receivers for DAPSK Signaling

Lei Xiao, Xiaodai Dong, and Tjeng T. Tjhung

Abstract: This paper considers the maximum likelihood (ML)
detection of 16-ary differential amplitude and phase shift key-
ing (DAPSK) in Rayleigh fading channels. Based on the condi-
tional likelihood function, two new receiver structures, namely
ML symbol-by-symbol receiver and ML sequence receiver, are
proposed. For the symbol-by-symbol detection, the conventional
DAPSK detéctor is shown to be sub-optimum due to the com-
plete separation in the phase and amplitude detection, but it re-
sults in very close performance to the ML detector provided that
its circular amplitude decision thresholds are optimized. For the
sequence detection, a simple Viterbi algorithm with only two states
are adopted to provide an SNR gain around 1 dB on the amplitude
bit detection compared with the conventional detector.

Index Terms: Differential amplitude and phase shifty keying
(DAPSK), maximum likelihood (ML) sequence detection, ML
symbol-by-symbol detection, performance analysis, Rayleigh fad-
ing channels.

I. INTRODUCTION

Reliable channel state information (CSI) is often challeng-
ing to acquire for wireless coherent receivers. Differential de-
tection circumvents the need for channel estimation by map-
ping information bits into the phase difference and/or ampli-
tude change of two consecutive symbols. The 16 differential
amplitude and phase shift keying (DAPSK), also known as dif-
ferential 16 star-quadrature amplitude modulation (QAM), en-
codes three bits into 8 possible phases and one bit into amplitude
changes. In the past, detection of the phase bits relied only on
the phase difference of two consecutive received symbols and
detection of the amplitude bit used only the amplitude informa-
tion of the received signals {1]-[8]. Hence, the phase decision
boundaries are the same as those of 8-DPSK while the ampli-
tude decision boundaries are two circular rings with certain ra-
dius as thresholds. Ad hoc methods of determining the ampli-
tude detection thresholds include the geometric mean threshold
(GMT) approach used in [6] and the arithmetic mean threshold
(AMT) scheme proposed in [8]. In [1], Chow ef al. numeri-
cally optimized the differential amplitude detection thresholds,
and showed that the bit error rate (BER) performance of 16-
DAPSK is approximately 1 dB better than that of 16-differential
phase shift keying (DPSK). Optimum amplitude thresholds have
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also been evaluated in [4] and [7] for postdetection diversity sys-
tems. Whether the separation between the detection of the phase
bits and the amplitude bit is optimum or not and how its perfor-
mance is compared with the maximum likelthood (ML) detector
were unknown. In this paper, we develop two optimum ML re-
ceiver structures, one for symbol-by-symbol detection and one
for ML sequence detection. We show that the conventional 16-
DAPSK receiver studied in the literature is only sub-optimum
for symbol-by-symbol detection. However, the decision thresh-
olds given in [1] are very good approximations to the maximum
likelihood based decision boundaries and negligible signal-to-
noise ratio (SNR) loss results from the suboptimum structure. It
is further found that if the detector is allowed to have certain
memory, i.e., if the symbol-by-symbol condition is removed,
then the optimum receiver structure is a maximum likelihood se-
quence detector (MLSD), which can be implemented by Viterbi
algorithm. With moderate extra computational complexity, the
MLSD achieves a BER reduction of abou: fifty percent on the
amplitude bit in high SNR’s.

The rest of this paper is organized as follows. In Section II,
we describe the system model for the reception of DAPSK sig-
nals in Rayleigh fading. The conditiona: likelihood function
for the differential decision statistic is derived in Section IIIL
We further develop the ML symbol-by-symbol detector and the
ML sequence detector for 16-DAPSK in Sections IV and V,
respectively, and compare their performarce with the conven-
tional symbol-by-symbol differential detector optimized in [1].
Finally, some conclusions are drawn in Section VI.

II. SYSTEM MODEL

Denote the differential information enccded into two consec-
utive symbols, the k-th (current) and the (& — 1)-th (previous)
symbols, as « and the previous transmitted symbol as s. The
two adjacent received symbols, z;_; and zj after the matched
filter can then be written as

(1a)
(1b)

Zk—1 gr—18 +Ng-1

2k = grpSa+ ng
where fading g1 and g are correlated zero-mean complex
Gaussian random variables with variance 2F;, and ng_.1 and
ny are independent zero-mean complex additive white Gaus-
sian noise with variance 2Ny. F, is the average received en-
ergy per symbol. In each channel use, the 16-DAPSK modu-
lation can transmit four bits, where three bits are mapped into
the phase difference of two symbols in a way similar to 8-DPSK
and another one bit is represented by having the current symbol
either stay in the same amplitude ring as the previous symbol
or switch to a different ring. Unlike M-DPSK signaling, the
closure of the amplitude of transmitted symbols is not guaran-
teed naturally. Certain rules have to be adopted to make sure
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5 6

ra [1sA%,(1 + 67) +1]

pp(ra,0a|@ie?®, Ape??s, fpT =0) =

7 [(1s A2, + D12 + v, A2,62 + 1 — 2y A2, rad; cos(6; — Gd)]z.

(7

the current symbol as is still in the signaling set. With a ring
ratio of R, the amplitude of the previous symbol |s| can be

{A1 = 5,42 = 2=} and the amplitude of the dif-

ferential information || could be {&; = §,82 = 1, a3 = R}.
The constraint for closure is if the amplitude of the previous
symbol is A,, then |a| equal to &z or &g is permitted, while
only &; or &; is possible when the amplitude of the previous
symbol is A;. We also assume amplitude bit “1” is mapped to
“switch” and bit “0” is mapped to “stay.”

III. THE LIKELIHOOD FUNCTION

The differential decision statistic for 16-DAPSK can be writ-
ten as
2k gkSatng A _)£

= 2

D= rdej‘gd = =
Zk—1  Gr—1S+ngp_1 Y

Conditioned on the previous symbol s = A,,e/% and the dif-
ferential information o = &;e/%, where m € {1,2}, ¢; is the
phase of the (k — 1)-th transmitted symbol, i € {1,2,3} and
6, =2nl/8,1=0,--,7,Disin the form of the ratio between
two correlated complex Gaussian random variables. The condi-
tional probability density function (PDF) can be written as [9,
(13)]
pp(ra, alcie’™, Ape?®)
_ o rq
o (MyyT? + My — 2R{mz, raedbe})?

3

where Mg, My, , Mg,y are the second central moments of X and
Y, while L is the Hermitian covariance matrix as given by [9]

May ) . )

Myy

m
L= Me=
mzy

The moments, conditioned on &;e?% and A,,e’?s, are

Mgy = 2E,A2a& + 2N (5a)
myy = 2E;A% + 2N (5b)
My = 2EJo(2mfpT)A2 67" (5¢)

where a 2-D isotropic channel correlation model is assumed, fp
is the maximum Doppler frequency, 1" is the symbol interval,
and Jo(-) is the zeroth order Bessel of the first kind. Substituting
(4) and (5) into (3), the conditional PDF of D can be expressed
as in (6) shown at the top of the page. We use -, to denote
the average SNR per symbol, which is defined as E,/Ny. If
the channel remains constant over the consecutive two channel
use, i.e., fpT = 0, the conditional PDF can be simplified as
in (7) given at the top of the page. Note that the PDF (6) is
independent of the phase of the previous transmitted symbol ¢,,
and therefore ¢b, can be dropped from the left-hand side of (6).

IV. THE ML SYMBOL-BY-SYMBOL DETECTOR

From the conditional PDF in (6), the decision rule for ML
symbol-by-symbol detection is to find the phase §; € {2rl/8:
I =0,---,7} and the amplitude bit in {0, 1} that maximize the
likelihood function

{pp(ra,04lG267%, A1) + pp(ra,Balaze’®, Ag)
or pD(Td, 9,1]5416‘791 s Az) + pD<’I"d, 9d|553679l , Al)} ®)

It is seen from (6) and (8) that a “minimum distance” decision
rule is optimum for the differential angular information, since
the term inside the square of the denominator of (6) is positive
definite thus maximizing cos(6; — 84) is needed to minimize the
denominator of the conditional likelihood function, which does
not depend on the envelope information. That is,

6= arg meax{cos(el —04)}. ')

And then the likelihood function for the amplitude bit is written
as

L(0) = pp(ra, 84lGae?®, Ar) + pp(ra, falane’® Ay) (10a)
L(1) = pp(ra,0alaie’’, As) + pp(ra, 8alase’®, Ar) (10b)

where the ML symbol-by-symbol detection of differential am-
plitude information requires the phase error information cos(é -
84). L(0) is the likelihood of “0” being the amplitude bit, while
L(1) is that of “1” being the amplitude bit. We define a new
function as .

K(ra,0,6) = L(0) - L(1) an

and the ML symbol-by-symbol receiver can be constructed from
(11) and (9) as shown in Fig. 1. It is worth noting K(rq,04,0)
is also a function of the normalized Doppler frequency and the
average SNR, as indicated by (6). In practice, either the estima-
tion of these values {10] or an experimental typical value can be
used for these parameters in calculating the likelihood function.
The conventional receiver [11-{3], [S] does not ufilize the phase
error information cos(é —84), while the optimum receiver incor-
porates an ML phase detector in the decision of the amplitude
bit.

The optimum phase detision boundaries are the same as those
of 8-PSK. The optimum amplitude decision boundaries can be
determined by solving K{rg,84,0) = 0 numerically for 74
given a 6 € {0, 27} and § obtained from (9). Two roots ex-
ist for this equation and they correspond toa point on the upper
amplitude decision boundary and a point on the lower amplitude
decision boundary respectively. An interesting observation from
(6), (10), and (11) is that K (r,84,0) = 0 & K(1/r,64,6) =0,
which means for every 84, the optimum upper and lower ampli-
tude decision boundaries are reciprocal. The 2-D constellation
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Fig. 1. The ML symbol-by-symbol detector for 16-DAPSK signaling.
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Fig. 3. The error probability of the amplitude bit and phase bits for
AMT [8], GMT [6], and the new ML symbol-by-symbol receiver for
16-DAPSK, fpT = 0 is assumed.

of the differential information « in 16-DAPSK with a ring ra-
tio of 2 and its decision boundaries for several SNR levels are
plotted in Fig. 2. Signal points on this constellation correspond
to possible « values. It is observed that the optimum ampli-
tude decision boundaries are dependent on SNR and approach
asymptotic upper and lower boundaries as the SNR gets large.
The circular amplitude decision boundaries with optimized radii
for high SNR’s as presented by [1] are also shown in Fig. 2 and
are actually circular approximations to the new asymptotic ML
boundaries. The optimum outer decision circle radius was found
to be reciprocal to the inner decision circle radius in [1] through
numerical séarch, while our formulation verifies this relation-
ship analytically.

Numerical integration of the likelihood function can be em-
ployed to evaluate the amplitude error performance of the new
ML symbol-by-symbol receiver once the decision boundaries
are determined numerically. The exact BER’s of the ML re-
ceiver and the conventional receiver are derived in the appendix.
The amplitude BER’s for the conventional receiver with opti-
mized thresholds [1] and the ML symbol-by-symbol receiver are
listed and compared in Table 1. Numerical search has been per-
formed to find the optimum ring ratio that minimizes the error
probability of DAPSK signaling with ML symbol-by-symbol

detection. It is found that the optimum ricg ratio at 20 dB is
R = 2.02, which is close to the ring ratio of R = 2 optimized
by Chow et al. in [1] for the threshold receiver. Hence, the ring
ratio of R = 2 is adopted for all the results in this paper. The
conventional detection in Table 1 refers to the threshold ampli-
tude detector with threshold value optimized in [1], and the 4-
DAPSK, 8-DAPSK, and 16-DAPSK are DAPSK constellations
with two amplitude levels and 2, 4, and 8 possible phases, re-
spectively. Note that the conventional receiver does not use the
phase error information so that its amplitude error probability
does not vary with the number of possible phases. The new ML
symbol-by-symbol receiver, however, makes use of the phase
error information cos( — 6;) and therefore has a lower ampli-
tude error probability when there are fewer possible phases in
the constellation. As expected from the asymptotic boundaries
in Fig. 2, the performance improvement is minimal. In Fig. 3,
we compare the performance of our ML symbol-by-symbol de-
tector with the AMT and GMT discussed ir: [6] and [8]. At the
BER level of 1073, the AMT suffers an SNR loss of 0.48 dB,
and the GMT incurs an SNR penalty of 0.7 dB, both relative
to the ML symbol-by-symbol detector. This is because the deci-
sion thresholds in AMT and GMT are poorly chosen.

V. THE ML SEQUENCE DETECTOR

In the construction of the ML symbol-by-symbol detector in
Section IV, we assume no knowledge of the amplitude of the
previous symbol s. Averaging over all possible |s|’s are neces-
sary to obtain the likelihood function from the conditional likeli-
hood function (6). This inevitably increases the ambiguity of the
likelihood function. If, instead, we are able to consider the am-
plitude of the previous symbol s for the detection of the differ-
ential information, there will be a potential gain in performance
due to a sharper likelihood function.

The two possible amplitude values of the previous transmit-
ted symbol are the two states in a trellis as shown in Fig. 4.
This is a system with memory length 1. It has been shown in
[11, Appendix F] that Viterbi algorithm is ML for the sequence
detection over a trellis. Similar to the symbol-by-symbol detec-
tion case, the “minimum distance” decision rule (9) is maximum
likelihood for the differential angular bits. Once the phase deci-
sion @ is made from this detection rule, it is fed into the condi-
tional likelihood function given by (6) to calculate the four path
metrics M; ;, where ¢,j € {1,2}. Logarithm of the metrics
M; ;s are used in our sequence detector ir. order to transform
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Fig. 2. The ML decision boundaries for differential signal points o = &;e7% at different SNR’s and the decision threshold optimized in [1]. The ring

ratio of 16-DAPSK is 2 and fpT = 0.

Table 1. Comparison between Chow’s threshold detector [1] and ML symbol-by-symbol detector. The normalized Doppler frequency is fpT = 0.

Amplitude detection for 16-DAPSK
SNR (dB) | BER, conventional detection [1] | BER, ML symbol-by-symbol | BER reduction
0dB 47307 x 1071 4.7056 x 10T : 0.53%
10 dB 2.9829¢ x 107! 2.9790 x 1071 0.13%
20 dB 7.1932 x 1072 7.1823 x 1072 0.15%
30 dB 8.5786 x 1073 8.5595 x 1073 0.22%
40 dB 8.7527 x 10~* 8.7325 x 104 0.23%
Amplitude detection for 8-DAPSK
SNR (dB) | BER, conventional detection [1] | BER, ML symbol-by-symbol | BER reduction
0dB 4.7307 x 10~ 1 4.7021 x 107! 0.60%
10dB 2.9829¢ x 107! 2.9752 x 1071 0.26%
20 dB 7.1932 x 1072 7.1472 x 1072 0.64%
30 dB 8.5786 x 1073 8.5169 x 1073 0.72%
40 dB 8.7527 x 1074 8.6893 x 1074 0.72%
Amplitude detection for 4-DAPSK
SNR (dB) | BER, conventional detection [1] | BER, ML symbol-by-symbol | BER reduction
0 dB 4.7307 x 1071 4.6929 x 1071 0.80%
10 dB 2.9829 x 107! 2.9675 x 1071 0.51%
20 dB 7.1932 x 1072 7.1351 x 1072 0.81%
30 dB 8.5786 x 1073 8.5060 x 1073 0.85%
40 dB 8.7527 x 1074 8.6781 x 1074 0.85%

the multiplicative metrics into the additive decision metrics.

It is observed from (6) that both the average SNR +, and the
normalized Doppler frequency fpT (or equivalently, correlation
of the channel gains) are required for ML sequence detection.
More often than not, accurate estimates of these parameters, es-
pecially the Doppler frequency, are not easily available at the
receiver. In the rest of this section, we use simulation results to
reveal the effect of these parameters on the performance of the

ML sequence detector. The simulation results for the amplitude
bit error rates of the conventional and the new MLSD detectors
are presented in Figs. 5 and 6 as a function of the average SNR
per bit, for a normalized Doppler frequency of fp1' = 0.003
and fpT = 0.01, respectively. The correlated Rayleigh fad-
ing generator described in [12] is used in our simulation. For
systems without average SNR estimations, we fix our guess as
40 dB in calculating the decision metrics, as the BER is about
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Fig. 4. The trellis for the amplitude bit detection of the DAPSK signals.
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Fig. 5. The error probability of the amplitude bit and phase bits for
the conventional receiver and the MLSD receivers, assuming differ-
ent knowledge of the channel. The normalized Doppler frequency is
fpT = 0.003.

1072 at 40 dB. For systems without Doppler spread (channel
correlation) estimations, we use fpT = 0 for (6) in the met-
rics calculation. Since the estimation for the Doppler spread
is more difficult than that for the average SNR, we assume no
Doppler information is available when the average SNR is not
known. To further simplify the scenario, we assume the aver-
age SNR and Doppler spread estimations are perfect whenever
available. From Figs. 5 and 6, it is observed that the gain for
using MLSD increases with the increase of the average SNR.
In the high SNR region, the MLSD’s achieve about 1 dB in
SNR savings and about fifty percent error reduction in BER. The
MLSD’s with or without the Doppler spread estimation perform
almost the same before the occurrence of the error floor, while
the MLSD without the average SNR information exhibits less
gain compared with those with the information of average SNR
in this region. In the error-floor region, however, the knowledge
of average SNR alone does not seem to provide any gain in per-
formance. Since most of the systems are designed to operate in
the error-floor-free region, our simulation results suggest using
MLSD with average SNR estimations. Finally, the performance
gain of MLSD receivers over the conventional receiver is more
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Fig. 6. The error probability of the amplitude bit and phase bits for
the conventional receiver and the MLSD receivers, assuming differ-
ent knowledge of the channel. The normalizec Doppler frequency is
fpT = 0.01.

pronounced in a channel with higher fading rate.

VI. CONCLUSION

Two maximum likelihood detectors for 16-DAPSK have been
synthesized from the probability distribution function of the dif-
ferential decision statistic. We have shown that although the
conventional DAPSK receiver that utilizes the received phase
and envelope separately is sub-optimum, it results in negligible
performance degradation compared to the optimum symbol-by-
symbol detector if its amplitude decision thrzshold is optimized.
The AMT and GMT schemes, however, incur substantial SNR
loss due to the ad hoc decision threshold. Moreover, a simple
Viterbi algorithm can be used to perform the ML sequence de-
tection. The necessity for estimating different channel parame-
ters, namely the average SNR and the maximum Doppler fre-
quency, have been investigated using simulztion. An SNR sav-
ing of 1 dB over the conventional differertial receiver is ob-
served due to the optimality of the MLSD. The ML design and
analysis in this paper can be easily extended ‘o signaling formats
with more than two amplitude levels.

APPENDIX

In this appendix, we derive the exact BER of 16-DAPSK sig-
naling in Rayleigh fading channels. There are three bits differ-
entially encoded in the phase and one bit modulated in the am-
plitude, so the BER of 16-DAPSK is given by

3 1
Pb(e) = ZPb’p(e) + Z.Pb’a(e) (12)
where P, ,(e) and P, ,(e) are the exact BER of the phase bits
and the amplitude bit, respectively. Without loss of generality,

suppose differential phase §; = 0 was transmitted. The BER
of the phase bits for the conventional differential detection and
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the ML symbol-by-symbol detection are the same, and can be
calculated from the transition probabilities as

Py ple) = Zka(O = 27k/8(6; = 0)

k 1

13)

where wy, is the Hamming distance between the bit pattern des-
ignated to the phase 22% (k # 0) and that designated to the zero

phase, and P(6 = 2rk/8|6, = 0) is the transition probability
that 6 = 27k /8 was decided in error given the zero transmitted
differential phase, i.e.,

P(6 = 21k /8|6, = 0)

2k+1
8

oo
/ pp(Ta, 0a|G3e?%, Ay)dryddy
T 0

N

2k—1
8

k+1
1 8 ki3 oo _ 9
+ Z/zk / pp(rd, 04|a2e’, Ar)drydfy
2k=1 o 0
8

2k+1
1 g8 T [ '
T /zkl / pp(ra,8al@1e™”, Az)dradby
=7 JO0

1 .
+ Z/ / pD(rd,Odlégeje’,Ag)drdde (14)
—Lr 0

where each integral term can be solved as

LES DU '
/2k~1 / pD(’I‘d,9d|5tie]9l,Am)d’I“dd9d
—8

[ w2 (b \]
= - —A— —A3/2+—_A3/2 an ﬁ d

(15a)
where [9, '(193)] has been used, and
I = ~yA%a? [1-J3 @2nfpT)]
+yA%2 (1+a2)+1 (15b)
a = 1+yA%2a&7 (15¢c)
b = —2vA2 Jo(2nfpT)a; cos by (15d)
c = A% +1 (15e)
A = dac-—b. (15)

We denote the maximum likelihood amplitude decision
boundaries which are functions of 84 as Ry (6,) and Ry(84) =
Ebﬁ)’ where R;(6,) is the smaller positive solution for the

equation K (r4,04,0) = 0 for a given #; and have to be cal-
culated numerically. For the conventional receiver, R;(6,) and
R2(0,) are reciprocal constants, The bit error probability of the
amplitude bit is given by

1 1
EPb,a(e| uon) + _Pb,a(el LLl)))

Pb,a(e) = 5

(16a)
where Py ,(e|“0”) and P, ,(e|“1”) are the probability of error
when the amplitude is “0” or “1,” respectively. Invoking sym-
metry on phase again, we can assume #; = 0 was transmitted
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and formulate P; ,(e|“0”) as

Py o(e]0”) = Py o(e] 07,6, = 0)
27 rR2(6a) )
=173 / / po(ra, balaee’, Ay)drdfy
Ry (64)

27 R (Bd)
- / / D (T4, 04|G2e7%, Ay)dradf, (16b)
1(94)
and P, ,(e|“1”) in the similar form

Py o(e]“1”) = P, o(e]“1”, 6, = 0)
2 Rg(ad)
2h e
2 Rz(ed)
e
R1(64)

Some note on the formulation of (16). The amplitude deci-
sion region for bit “0,” as depicted in Fig. 2, is the area be-
tween R(64) and R;(8,) for each 64. The four integrations
in (16), therefore, integrate likelihood functions over the deci-
sion region of bit “0.” For likelihood functions correspond to bit
“0” sent, the result of the integration is the probability of a cor-
rect decision and its complementary is the probability of error
for this combination of previous signal amplitude and current
differential information amplitude; while the integration of the
likelihood functions correspond to bit “1” directly yield the er-
ror probabilities for the specific previous signal amplitude and
current differential information amplitude. Finally, we observe
that the two possible combinations of A,, and «; given the am-
plitude bit are equally likely, and hence the factor of one-half on

each integral.
Using [9, (19a)], each integral term in (16) is solved as

2 Rg(ed)
b S
/2’fr 2 . ( VA
= —[— tan —
o mWLA3/2 b+ 2crq

2a + bry }Rz(ad)
Ala + brq + cr?) 1 ri(82)

’r‘d 9d|a3e] t A1)drdd¢9d

p(ra, 04a@1€7% | Ay)drydfy. (16¢)

(74, 0a|0:€7%, A, )dradb

déy. (17)

The variables T, a, b, ¢, and A have been defined in (15b)—(15f).
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