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Multi-Antenna Noncoherent ML Synchronization for
UWB-IR Faded Channels

Enzo Baccarelli, Mauro Biagi, Cristian Pelizzoni, and Nicola Cordeschi

Abstract: This contribution focuses on the maximum likelihood
(ML) noncoherent synchronization of multi-antenna transceivers
working in faded environments and employing ultra-wideband
impulse radio (UWB-IR) transmit technology. In particular, the
Cramer-Rao bound (CRB) is derived for the general case of mul-
tiple input multiple output (MIMO) UWB-IR systems and used to
compare the ultimate performance of three basic transmit schemes,
thereinafter referred to as single input multiple output (SIMO),
MIMO equal signaling (MIMO-ES), and MIMO orthogonal sig-
naling (MIMO-OS) ones. Thus, the noncoherent ML synchronizer
is developed for the better performing transmit scheme (i.e., the
SIMO one) and its performance is evaluated under both signal ac-
quisition and tracking operating conditions. The performance gain
in the synchronization of UWB-IR signals arising by the utilization
of the multi-antenna technology is also evaluated.

Index Terms: Cramer-Rao bound (CRB), multi-antenna, multiple
input multiple output (MIMO) fading channels, noncoherent maxi-
mum likelihood (ML) synchronization, ultra-wideband impulse ra-
dio (UWB-IR).

I. INTRODUCTION

Ultra-wideband impulse radio (UWB-IR) for commercial
communications is a quite recent proposal [1]. UWB-IR trans-
mitters work at baseband and employ short carrierless pulses at
(very) low power with (very) large bandwidths of up to or more
than several GHz [1]. The UWB-IR technology presents sev-
eral attractive features stemming from its UWB nature. Specifi-
cally, it can achieve processing gains larger than those of typical
direct sequence spread spectrum (DS-SS) systems [2] and can
also offer extremely fine time resolution. Thus, a distinguishing
feature of UWB-IR systems is the use of baseband data modula-
tion techniques suited for power-limited applications with (ex-
tremely) large bandwidths as, for example, orthogonal pulse po-
sition modulation (OPPM). The application scenarios we con-
sider are emerging high throughput outdoor 4G-WLANs [3],
[4]. The choice of UWB-IR transmission scheme is justified by
the recent agreement in IEEE 802.15.3a working group about
the technique to be adopted for UWB transmissions [5]. At
the present, several non minor challenges are still to be won
to deploy high performance 4G-WLANSs based on the UWB-IR
technology [6]. Among other challenges, we mention that due to
both the baseband nature of the transmitted pulse position modu-
lation (PPM) signals and the (very) high frequencies covered by
the corresponding spectra, the coverage range of current UWB-
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IR systems is limited up to few meters [3], [7]. Furthermore, the
short duration (below the nanosecond) of the transmitted UWB
pulse requires very reliable timing acquisition and tracking (e.g.,
robust synchronization recovery) at the receiver, specially when
multi-level PPM formats are employed [8]-[11].

A. Previous Works on the Synchronization of UWB Systems and
Actual Contribution

An overview of the many contributions published about the
synchronization of UWB systems shows that all these works fo-
cus on single antenna (e.g., single input single output (SISO))
transceivers and none of them tackles multi-antenna systems.
Specifically, among other contributions, the topic of the signal
acquisition for SISO UWB systems has been recently afforded,
for example, in [12]-[16]. Training pulses are transmitted in
[12] for channel estimation which, in turns, are exploited for
timing acquisition. In order to reduce the receiver complexity,
the procedure developed in [13] starts with a coarse acquisi-
tion and then iteratively reduces the searching window so to re-
fine the final fine timing acquisition. Synchronizers based on
the maximum likelihood (ML) principle have been developed
in [14], [15] for SISO UWB systems impaired by multi-path
phenomena, while a time acquisition scheme based on the min-
imization of the false alarm probability has been proposed in
[16] for SISO UWB transceivers affected by multiple access
interference. Passing now to consider the topic of the signal
tracking, this last has been recently investigated for SISO UWB
transceivers in [8], [9], [17], [18]. Specifically, in [17] the ef-
fects of the shape of the UWB pulse on the timing jitter have
been pointed out, while in [18] the capacity loss of the network
(measured in terms of the maximum number of allowed users)
is evaluated as a function of the overall time jitter introduced
by both receive and transmit clocks. An analytical tool for eval-
uating the sensitivity of SISO UWB transceivers on the clock
jitter has been developed in [8], while the performance loss in-
duced by jitter in multi-path faded applications is evaluated in
[9]. Dealing with multi-antenna synchronization, performances
are evaluated in the presence of antenna array and by consider-
ing carrier-modulated signals in [19]. This contribution focuses
on the optimized design and performance evaluation of synchro-
nization modules (based on the ML estimation principle) for
single user! multiple input multiple output (MIMO) UWB-IR
systems affected by flat fading and thermal noise. Since tim-
ing acquisition is the first task to be accomplished by the multi-
antenna receiver when it is turned on, we assume that no knowl-
edge about actual values of the fading coefficients of the MIMO

1The effects of the multiple access interference (MAI) have been recently ad-
dressed in [4], where a MAI resistant adaptive codec for UWB-IR terminals is
proposed.
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channel is available at the receiver for timing acquisition, so

that we qualify as “noncoherent” the resulting ML synchronizer.

Specifically, the main contributions of this paper may be so sum-

marized.

o We develop the Cramer-Rao bound (CRB) for the ML es-
timation of the delay (e.g., timing) parameter for MIMO
UWB-IR transceivers when the receiver is fully unaware
about actual values assumed by the faded coefficients of the
underlying MIMO channels (e.g., noncoherent reception is
assumed).

o Since the obtained CRB does not give direct insight about
the optimal transmit scheme to be used, we evaluate and
compare the CRBs corresponding to three basic transmit
schemes of practical interest, referred to as single input mul-
tiple output (SIMO), MIMO equal signaling (MIMO-ES),
and MIMO orthogonal signaling (MIMO-OS) schemes.

o We give evidence that the SIMO scheme is the most per-
forming out of the considered ones, and then we develop for
this last both the corresponding ML equation for the (non-
coherent) timing recovery and the related ML (noncoherent)
synchronizer.

o We show that at medium/high SNRs the proposed ML syn-
chronizer achieves the CRB and converges (in the almost
surely sense) to the actual value assumed by the (a priori
unknown) timing parameter.

o We present some results about the optimized tuning of the
loop filter (LF) to be used by the proposed ML synchronizer.

The paper is organized in the following way. After the de-
scription of the considered MIMO UWB-IR system model in

Section II, in Section III we present the general formula of the

CRB for the noncoherent timing estimation in the presence of

slow-variant flat fading phenomena, and we compare the CRBs

corresponding to three transmit schemes of practical interest

(namely, the SIMO, MIMO-ES, and MIMO-OS ones). In Sec-

tion IV, we derive the ML equation for the best (in the sense of

lowest CRB) transmit scheme (i.e., the SIMO one) and point out
some of its asymptotic properties. Then, we develop the cor-
responding ML noncoherent synchronizer and stress some re-
sults about the optimized setting of the LF in Section V. Several
nurerical plots testing the actual performance of the proposed
synchronizer under both signal acquisition and tracking oper-
ating conditions are presented in Section VI, while in the final

Section VII we introduce and (shortly) address some open prob-

lems. About the adopted notation, bold capital letters denote

matrices, bold lower-case underlined symbols indicate vectors,
while non-bold characters are used for scalar quantities. Fur-
thermore, ()T means transposition, lg indicate the natural loga-

rithm, det[A] is the determinant of matrix A, I is the (L x L)

identity matrix, Tra[A] is the trace of A, 1, is the (m X 1) col-

umn vector with all entries equal to unit, 0,,, is the (m x 1) zero
vector, while 0, is the (L x L) zero matrix.

II. THE CONSIDERED MIMO UWB-IR SYSTEM
MODEL

Let us consider a baseband peer-to-peer UWB-IR MIMO
wireless system impaired by slow-variant flat fading phenomena
and equipped with IV; > 1 transmit and NV, > 1 receive anten-
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nas. By assuming non-line-of-sight (NLOS) application scenar-
ios, as in [3], [7], [20], the path gain h;; from transmit antenna
i to receive antenna j may be modeled as a zero-mean unit-
variance real Gaussian random variable? (r.v.) and the (N; x N,.)
path gains {h;; € R!, 1 < j < N,,1 <4 < N} may be con-
sidered mutually independent.> We consider a packet transmis-
sion system where each packet is composed by a (known to the
receiver) synchronization trailer field, followed by the header
and payload fields; as in [6], [16], we assume that the timing
acquisition must be performed at the beginning of each trans-
mitted packet by exploiting the trailer field and then time track-
ing is carried out over the remaining parts (e.g., header plus
payload) of the packet. Since high throughput multi-antenna
WLANS are typically planned for low mobility applications in-
volving nomadic (e.g., quasi-static) user terminals, the corre-
sponding MIMO channel may be considered time invariant at
least over the overall duration of each packet, but is allowed to
vary over multiple packets [3], [7], [20]. Tkus, since the above
mentioned path gains {h;;} may be considered constant during
the transmission of the trailer field, the (baseband real) signal
r;(t) measured at the output of the j-th receive antenna over the
time window [—Ty, Tg] corresponding to the transmission of the
trailer field may be modeled as

N
r() = 3 hyia(t+r) S (0), t€ [~To,Tol, =1, N,
i=1
e}
where 7 is the unknown delay to be estimated, while {n;(t) €
R!, j =1,---, N,} are mutually independent zero-mean Gaus-

sian white noises with unit two-sided power density spectrum
(e.g., Np/2 = 1 (watt/Hz)). About (1), we assume that the
(unknown) delay 7 falls into the interval [— Fiax, Tmax), Where
Tmax 18 the maximum expected delay that may be evaluated in
advance as in T, = R/c, where R(m) is the coverage range
of the system and ¢ = 3 x 108(m/sec) is the speed of the light.
Furthermore, x;(t) in (1) is the (real-valued baseband) signal
radiated by i-th transmit antenna during the trailer phase, and
according to

z Ns/2
xi(t)z,/ﬁt > st~ AmTmax),

m=—Ng/2

te [—To,To], i=1,--',Nt. )

We assume that z;(t) is composed by a train of (Ng + 1) non
overlapping pulses {s() (t—4mTpax ), m = 3, %1, - - -, £Ng/2}
time shifted apart by multiple of 47p,.«. In particular, we as-
sume that the baseband pulse s(*)(¢) employed by i-th trans-

2As is well known, the flat fading assumption requires that the (half-power)
bandwidth of the transmitted UWB pulse is below the coherence bandwidth of
the MIMO channel. Although the bandwidth of the UWB pulse may be over 1
GHz for outdoor microcellular applications, the flat-fzded assumption may be
considered reasonably met [20}], {21]. Some resuits about the optimized design
of multi-path impaired UWB systems have been recently reported in {22]. In
addition, this channel model is also considered in [20] and it may be considered
suitable [19] for the UWB-IR transmission format (this transmission technique
has been chosen by the IEEE 802.15.3a working group) when NLOS outdoor
propagation scenario is taken into account.

3 As pointed out in [23], this assumption is met in WLAN applications for an
antenna spacing of the order of A/2, where X is the wavelength of the radiated
UWRB pulse evaluated at the center frequency of the corresponding spectrum.
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mit antenna has unit-energy and spans the time interval ¢t €
[—Tmax; %max].“ As consequence, in order to capture at the re-
ceiver the overall energy conveyed by the observed signals in
(1), the corresponding time window 7j of the system must (at
least) equate

Ty = 2(1 + NS)?max- 3

Finally, being £ (joule) in (2) the total energy radiated by all IV,
transmit antennas over the duration 27,,,,x of each pulse, the re-
sulting SNR per pulse v measured at the output of each receive
antenna equates v = &, regardless of the number N, of em-
ployed transmit antennas. Before proceeding, it is worthwhile to
stress that since the duration of s(9) (t),i=1,---, Ny, is limited
t0 [—Tmax> +Tmax], We have the following orthogonality prop-
erty

/ SOt — AmTmax) s (t — UFmax + A)dt
—To

|

so that the (1 + Ng) components of the train in (2) and their
A-shifted versions are orthogonal over the system time window
[—TOa TO] .

1,f0rl::mandA:0, (4)
0, for I # mand | A |< 27max

HI. THE CRAMER-RAO BOUND (CRB) FOR MIMO
SIGNALING AND NON COHERENT
SYNCHRONIZATION

Our first task is to compute the CRB on the synchronization
error of the considered MIMO UWB-IR system, so to gain in-
sight about the ultimate achievable performance of the synchro-
nizer we develop in the following section. For this purpose, after
indicating as $(* () and () () the first and second time deriva-
tives of the pulse s(¥)(t), let us denote as

enliyy) 2 / SO(1)s0) (),
—To
To )
coling) 2 / 50 ()59 (1) dt
—Ty

and

TO N N
culid) 2 [ SO0 @0n,  1<ii <N

To

the resulting cross-energies.> Afterwards, let us indicate as Q,
the symmetric semidefinite-positive (V; x N;) matrix whose
(i,7)-th entry is €55(¢, j), while Q; denotes the corresponding
(N¢ x N;) matrix with (z, )-th entry equal to £4,(%, §). Finally,
let Q, be the ( Ny x N;) symmetric definite-positive matrix with

4We anticipate that the above assumption about the duration of s(9(t),i =
1,- -+, Ni, together with the time shifts of multiple of 47max in (2) guarantees
that the ML estimate 7z, in (13) of the delay 7 is exact, at least for vanishing
No (e.g., Tarr, = 7 for Np — 0; see the Proposition 1 in Section III). This
property is no longer retained when pulses s® (t) narrower than 27 ax and/or
time shifts shorter than 47,1« are employed in (2).

50bviously, £55(1,7) = 0 for any 1, while £55(3,4) = 1 for any ¢ due to the
above assumption of unit-energy pulses.

JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 8, NO. 2, JUNE 2006

the (i, j)-th given by £;4(3, 7). Thus, under the assumption that
the receiver is fully unaware about actual values assumed by the
MIMO channel coefficients {h; }, it is proved in the Appendix I
that the CRB for the (unbiased) estimate of the delay parameter
T assumes the following (compact) form

oi(r) £ B{(r = 7)*} > { (L s NS)>2NT

Nyt
XTra{ l:Qng - QlQ{:\ [INt + MQO} }} (sec?)

Ny
&)
where the expectation in (5) is with respect to the joint pdf of the
received signals in (1) conditional on the actual value T assumed
by the delay parameter. Therefore, after accounting for the en-
ergy constraints €,5(4,7) = 1 and £;5(¢,%) = 0 (see Footnote 5),
it can be viewed that the above bound depends on the

N(2N; - 1) (6)

values assumed by the cross-energies constituting the entries
of the Qq, Q,, and Q, matrices. Hence, from a system design
perspective, the key problem is to set these cross-energies so
as to minimize the value assumed by the CRB in (5); this is
equivalent to designing the optimized MIMO signaling format
for the estimation of the delay parameter. Unfortunately, this
problem seems to resist closed form analytical solution, even in
the simplest case of V; = 2 transmit antennas. So, to bypass
this Gordian Knot, we attempt to approach the problem under
a somewhat different perspective. Specifically, in the following
subsections we evaluate (and compare) the values assumed by
the CRB in (5) in correspondence of three schemes of practical
interest and then in Section IV we proceed to develop the ML
synchronizer.

A. The CRB for the SIMO System

Let us start to consider a single antenna (e.g., NV; = 1) trans-
mitter, so that only the first transmit antenna is turned on and
radiates the following signal (see (1) for Ny = 1)

m=Ns/2
s =7 D s(t—4mTma), tE[-To,Tol. (D
m=—Nsg/2

Since in this case the matrices Q,, Q;, and Q, reduce to scalar
entities assuming the values 1, 0, and £; £ £;4(1,1), respec-
tively, the resulting CRB in (5) becomes

1+~v(1+ Ng)
€sN-(v(1+ Ng))

ol(r) > > (sec?). (®)
About the above bound the following remarks are in order.
Remark 1 (On the optimized pulse)

The (unit-energy) optimized pulse s(¢) minimizing (8) must
maximize the energy ¢; of the corresponding time derivative sig-
nal. As is well known [24]-{26], under the constraint on the peak
value allowed s(t), the maximal ¢; is achieved by a triangular-
shaped pulse. O
Remark 2 (Coherent vs. noncoherent synchronization) '
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When all the SIMO channel coefficients {h;,7 =
1---,N.} in (1) are assumed known (that is, perfectly esti-
mated) at the receiver, it can be proved that the resulting CRB
bzcomes

02(7) > {Nyegy(1 + Ns)} 1 (sec?). (8.1)

Thus, by comparing (8) with (8.1), we conclude that the SNR
less induced in the CRB by lack of knowledge of the SIMO
channel coefficients equates [1 + v(1 + Ng)]/~v(1 + Ng). This
hss grows unbounded for v — 0, while approaches unit for
~ — 00. |

E. The CRB for MIMO Systems with Equal Signaling (MIMO-
ES)

As a second transmit scheme, let us assume that all the N, >
2 transmit antennas employ a same pulse s(t), so to have in (5)

®

I this case, the (V; x N;) matrices involved by the bound in
(3) become

Qo =15, 1x)" Q1 =0n,; Q =c:ly, (Ly,)"

""hus, since the resulting CRB assumes the same expression pre-
v iously reported in (8) for the SIMO system®

sy =s(t), i=1,---, N,

o2 (1) 2 [L+ (1+ Ns)yl/[Nres(v(L + Ns))?) - (10)

we conclude that from a synchronization performance point
iew, the MIMO-ES transmit scheme in (9) does not offer any
‘mprovement over the above SIMO scheme of (7).

Z. The CRB for MIMO Systems with Orthogonal Signaling
(MIMO-0S)

As third signaling scheme, let us assume that the IV, > 2
Julses s(i)(t),z' =1,---, Ny employed by the transmit antennas
ire mutually orthogonal over the interval [T, Tp) for any time
shift A € [~27ax, 27max), SO to satisfy the following relation-
ship

T() . R
/ sD@)sW(t+A)dt =0, V | A< 2%, Vi # j.

T,
(15
nder this assumption, also the overall signals z()(t) in (2),
i =1,---, Ny, radiated by the transmit antennas are orthogonal

aver [Ty, Tp| for any time shift | A |< 27,x. Thus, since the
~esulting Qg and Q; matrices equate Iy, and Oy, , respectively,
“he corresponding CRB in (5) now becomes

o2(1) = [Ny +v(1 + Ns)]/[N,&s(v/(1 + Ns))?] (sec2)2)
(1

where

1 | 1 &

_ A .
5§ = —T = — E $5(2,

€ Nt ra{QQ} Nt pt 685 (Z Z)

6(10) follows from an application of the Sherman-Morrison formula to com-
pute the inverse matrix Iy, + (1 + Ns) 7 1y, An,)T171
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is the average energy of the time derivative pulses s9(t),i =
1,---, N¢. Thus, a comparison of (8) with (12) shows that at
€s; = &z, the SNR loss paid by the MIMO-OS scheme in (11)
over the SIMO one in (7) equates [N; + (1 + Ng)]/[1 +~v(1 +
Ng)]. Therefore, this loss approaches IV, for v — 0, while it
reduces to unit for vy — co. As a consequence, from a synchro-
nization performance point of view, there is no reason fto pre-
fer the MIMO-OS scheme over the SIMO one. Overall, from
the carried out performance comparison, we conclude that the
SIMO scheme in (7) outperforms the MIMO-ES and MIMO-0OS
ones in (9) and (11), so that in the following section we focus on
the development of the ML (noncoherent) syachronizer for the
SIMO scheme.

IV. ML DELAY ESTIMATION FOR SIMO SYSTEMS

The ML estimate 7y, of the delay parameter 7 affecting the
SIMO system in (7) is given by the following (definitory) rela-
tionship

fur & argmax {lgp(zl,-~-,th)T)}(;) arg max

TE[—‘T’maxﬂ_'max TE[_‘Fmaxafmax]

2

32

=1

> / 75(£)8(t — dMTinax + T)dt
m=—Ng/2” ~T0
(13)
where (a) directly follows from the expression in (A.6) for the
conditional joint pdf p(r,---,ry, | 7) of the received signals
in (1). Since at low/medium SNR +y the pdf in (A.6) does not
assume the exponential form reported by (IV.C.32) of [26], we
conclude that at low/medium SNRs the perfcrmance of the ML
estimate in (13) does not achieve the CRB in (8) (see [26, p.
177] for more details on this general questior).
Proposition 1 (Asymptotic performance of the ML estimator)
Let us assume that the pulse s(t) in (7) spaas the time interval
[~ Tinax, Tmax]- Thus, for large v(1 + Ng), the ML estimate in
(13) converges (in the almost surely sense) tc the actual value 7
of the delay parameter, according to the following limit
lim TML =T.
~(14+Ng)—oo
O

Therefore, the above property guarantees that, for large v(1+
Ng) values, the ML estimate in (13) achieves the CRB in (13).
In this regard, we have analytically ascertained that the mean
squared error E{(7 — fiax)?} of the ML estimate closely ap-
proaches the CRB in (13) for

¥ > 4/[a(2 + N.)(1 + Ns)] (14)
where the constant a is defined as

27Tmax
/ p2,(8)dA
0

s 1
2?1113.)(

a

with p2,(A) being the autocorrelation function of the pulse s(¢)
present in (7). The performance plots of Section VI confirm,
indeed, this conclusion.
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A. The ML Equation

By equating to zero (A.7), we obtain the so-called ML equa-
tion that for the SIMO system in (7) assumes the following form

N, Ng/2 Ns/2
DD ( / (t)s(t — 4kTax + T)dt)
j=1k=—Ng/2l=—Ng/2 To

To
X ( / (15)
—Ty
Obviously, before using (16) for computing the ML estimate
7arr defined in (13), we must ascertain that 75, is the unique
solution of (16).
Propoesition 2 (Asymptotic behavior of the ML equation)
Let us indicate as

Ty

Pss (A) £ /
~Tp
To

xu(a) 2 [
—Ty

the autocorrelation function of the employed pulse s(t) and
the corresponding cross-correlation function among s(t) and its
time derivative 3(¢). Let us assume that the following two con-
ditions are met.
i) pss(A) does not vanish for | A |< 27qax;
i7) Xss(A) vanishes only at A = 0 over the interval A ¢
[‘27_-maXa 27_‘max]-

Thus, for large (1 + Ng), the solution 7 of the ML equation
in (16) is unique and converges (in the almost surely sense) to
the actual value 7 of the delay parameter, so that we can write

(17)
O

75 (t)$(t — ATmax + %)dt) =

s(t)s(t + A)dt

s(t)s(t + A)dt (16)

lim T=r

¥(1+Nsg)—oco

Remark 3 (On the asymptotic performance of the ML esti-
mator)
The Conditions 4) and #7) of the Proposition 2 suffice to guaran-
tee that at high SNRs the solution 7 of the ML equation (16) co-
incides (almost surely) with the ML estimate 7y, that, in turn,
converges to the true value 7 at high SNRs (see the Proposi-
tion 1). As a consequence, we conclude that when the above
Conditions 4) and 44) are met, the resulting mean square error
E{r — 72} affecting the solution 7 of (16) vanishes at high
SNRs, and this is confirmed, indeed, by the numerical plots of
Section VI, where no MSE floors are present. Specifically, we
have analytically ascertained that, under the above Conditions
i) and i3), the solution 7 of (16) closely approaches the cor-
responding true value 7 at an SNR ~ satisfying the following
inequality.

with the b constant defined as in

B2 (1/7ma) /0 " (as(A)? dA,
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However, as also pointed out in [27, Sections 7.4.2 and 7.4.3],
we experienced that, when the above Conditions 4) and 4:) fall
short, the asymptotic convergence of the solution 7 of (16) to
the true value 7 is no longer guaranteed, so that the resulting
performance plots of the ML estimator (16) may present MSE
floors. O
Remark 4 (On the shape of the employed pulse)

The commonly adopted (unit-energy) pulse s(t) in current
UWB-IR data transmission systems is modeled as the second
derivative of the Gaussian function and is formally defined as

(2
2 2
1—4n <Tis> J exp (—27r (%) ) (19)

where Tg(sec) is the so-called “shaping factor” of the pulse.
Now, for A # 0 the autocorrelation and cross-correlation func-
tions of this pulse

8
3T

puld) = Lo <_7T (?)2) n(#121),
v = e (3))n(77)

vanish in the correspondence of the zeros of the 4th and 5th
order Hermite polynomials H4(-) and Hjs(-). Thus, in or-
der to satisfy the conditions of Proposition 2, it should be
(carefully) checked that no zero of Hy(-) falls in the interval
[~27max, 27max] and only the zero at A = 0 of Hj(-) falls in
this interval. Otherwise, the above stated convergence property
of the solution of the ML equation is no longer guaranteed.

V. THE NON COHERENT ML SYNCHRONIZER

An appealing feature of the ML equation in (16) is that, in
practice, it may be implemented via a suitable “early-late gate”
architecture. So, the ML equation in (16) may be equivalently
rewritten as (see Appendix II)

e(f)=0

where the error signal e(7) depends on the current estimate out-
put by the synchronizer and it is defined as

(20)

N,

2Ty
> (/O i (t + To)v(t + %)dt)

j=1

X (/2T0 ri{t+ To)v(t + 7 — u)dt)

Nr

e(f) & —

with
1+Ns

D7 5(t+ 4kTmax — 27max)
k=1

v(t) £
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Fig. 1. (a) Block diagram of the overall noncoherent ML synchronizer, (b)
block diagram of j-th correlator of the early-gate, (c) block diagram
of j-th correlator of the late-gate.

being the reference signal and  (sec) representing the early-late
offset parameter. The first and second summations in (22) are
the outputs of the “late” and “early” gates, respectively. A block
diagram of the resulting synchronizer is reported in Fig. 1.

A. The Loop Filter

From an implementation point of view, the proposed early-
late gate synchronizer is composed by a tapped-delay-line built
up by (1 + Ng) elements whose outputs are combined to feed
two banks of N, correlating blocks. In turn, each correlating
block is composed by two analog correlators (see Figs.1(b) and
1(c)), so that 4N, analog correlators are required to implement
the synchronizer. Although analog or digital loop filters (LFs)
could be employed for updating the reference signal v(t + 7)
of Fig. 1(a), in the carried out numerical tests we have imple-
mented 1st and 2nd order digital LFs to check the synchronizer
performance.” Thus, after indicating as e(m) and 7(m) the in-
put and output samples of the LF at the m-th iteration (e.g., at
the instant ¢ = mD), the input/output relationship for the 1st
order LF is [28]

7(m) = 7(m — 1) + Goe(m)
while for the 2nd order LF we have [28] (see also Fig. 3(b))
7(m) = 27(m—1)—7F(m—2)+(G1+G2)e(m) — Gre(m—1).

In order to update the (1 + Ng) outputs of the tapped;delay-line present in
Fig. 1(a), the delay D introduced by the LFs should be of the order of 2(1 +

S)Tmax-
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Table 1. Optimized values for the coefficients of the 1st and 2nd order
digital LFs. The signal acquisition operating scenario of Section IV-A
has been considered.

[v(1 + Ny)](dB) Go Gy G
5 8.012x 1072 | 1.712x 107! | 1.712 x 10~}
10 5.271 x 1072 | 1.235 x 10~ | 1.235 x 10~
15 8.012 x 1073 | 3.915 x 10~1 | 3.915 x 10!
20 513 x107% | 8151 x 1073 | 8.151 x 10~3
25 2.01 x 10=3 | 6.151 x 103 | 6.151 x 103
30 9.162 x 10™* | 1.141 x 103 | 1.141 x 10~3

About the optimized setting of the filter coefficients Gy, G,
and G2, we have tuned them according to the Jury’s stability
criterion [29], so as to give rise to LFs with stable close-loop
transfer functions. In Table 1, we report the (numerically evalu-
ated) optimized values of Gy, G'1, and G, for some (1 + Ns)
values of practical interest.

VI. SIMULATION SETUP AND NUMERICAL RESULTS

To test the performance of the proposed synchronizer, we
have adopted the (unit-energy) monocycle in (20) as transmit-
ted pulse s(t) with a shaping factor T of 2.99 ns [2], [18], so
that the resulting frequency spectrum of the pulse spans about
1.43 GHz around the 1.1 GHz center frequency. Values of 7oay
up to 50 ns have been considered and the early-late offset u has
been set to 0.15 ns. Without loss of generality, Ng = 2 has been
considered in the simulations. Finally, the (numerically evalu-
ated) performance plots we report in the next subsections have
been averaged over 10* independent realizations of the fading
coefficients {h;1, j = 1,---,N,.} of the SIMO channel. The
performance of the proposed synchronizer has been checked un-
der both signal acquisition and tracking operating conditions.

A. Signal Acquisition

In this operating condition, the actual value 7 of the de-
lay parameter has been randomly generated over the interval
[—Tmax> Tmax| and then held constant up to convergence of the
synchronizer. The plots of Fig. 2 allow the comparison of the
(numerically) evaluated mean squared errcr performance of the
synchronizer of Fig. 1 against the correspending CRB in (8) for
increasing values of the number NV, of the receive antennas.
These plots confirm that, even in the worst case of N, = 1,
SNRs -y of the order of 6.5 dB suffice to achieve the CRB. Fur-
thermore, as predicted by (15), (19), for growing - the conver-
gence rate of the synchronizer performance toward the CRB in-
creases by increasing the number N, of the receive antennas, so
that at /V,, = 6 SNRs less than 5 dB suffice to achieve the CRB.
Obviously, the steady-state performance reported in Fig. 2 does
not depend on the order of the employed LF. However, we ex-
pect that the time (e.g., the number of iterations) required by the
2nd order LF for achieving the convergence is below that of the
corresponding one demanded by the 1st order LF. In fact, the
plots of Fig. 3 confirm this conclusion and show that, at SNRs -y
around 10 dB, the convergence time of the 2nd order LF is about
one-half that of the 1st order one.
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Fig. 2. Simulated mean squared errors of the synchronizer of Fig. 1

(dashed lines) versus the corresponding CRBs in (8) (continuous
lines).

55 T T T T T

: : * {= = lstorder LF
\ . : + | = _2nd order LF

a5} v Lol L L E . . B

Numoer of iteration for the convergence

¥ (dB)

Fig. 3. Average number of iterations for the convergence of the 1st and
2nd order LFs systems with N,. = 3 receive antennas.

B. Tracking

The superiority of the 2nd order LF is also confirmed un-
der tracking operating conditions. Specifically, to test the track-
ing performance of the proposed synchronizer, as in [18] we
have modeled the jitter-affected delay parameter as a (station-
ary) zero-mean Gaussian random sequence {7 (i)}, whose sam-
ples are generated at the (multiple of the) frame period T} in (3)
according to the following relationship

(1) = (i — 1) + (1 = )w(3). (23)

The sequence {w(z)} in (24) is zero-mean, white, and Gaussian
with standard deviation T,;,, while the parameter ¢ € [—1, +1]
is the correlation coefficient E{r ()7 (¢ — 1)}/E{72(¢)} of the
Markovian series {7(i)}. Therefore, c may be set according to
the fluctuation rate desired for the jitter.® To evaluate the perfor-

8Specifically, ¢ = 1 gives arise to a maximally correlated time invariant (e.g.,
jitter free) sequence, while for ¢ = 0 the sequence {7(4)} reduces to the white
series {w(%)}. So, the fluctuation rate of the generated jitter increases by passing
fromec=1toc=0.
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Fig. 4. Tracking performance of the proposed synchronizer equipped
with the 1st order LF. I,ax = 7 and N,- = 3 have been considered .
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Fig. 5. Tracking performance of the proposed synchronizer equipped
with the 2nd order LF. Inax = 7 and N,. = 3 have been considered .

mance of the 1st and 2nd order LFs on an equal footing, we have
limited up to I,,,,, the maximum number of iterations allowed
to the LFs over each time interval Tp, and the performance plots
achieved for I1y. = 7 have been drawn in Figs. 4 and 5 for ¢ =
0.99, 0.9, and 0.8. As a benchmark, in these figures we have also
plotted the corresponding CRB in (8). This CRB defines the (ul-
timate) performance achievable by the synchronizer under sig-
nal acquisition operating conditions, thus the gap between the
simulated tracking performance and the CRB curves allows us
to evaluate both the performance loss induced by the jitter and
the tracking capability of the proposed synchronizer. A com-
parison of the performance plots of Figs. 4 and 5 confirms the
enhanced tracking capability of the 2nd order LF, especially at
low values of ¢ (e.g., in the presence of fast jitter). In particular,
at ¢ = 0.8 the SNR gain of the 2nd order LF over the 1st order
one is of about 3 dB for ¢ around 10> ns2. Furthermore, the
curve at ¢ = 0.8 of Fig. 5 shows that at 02 = 10~° ns? the
SNR penalty paid by the synchronizer performance equipped
with 2nd order LF with respect to the CRB is just limited to 2.1
dB.



BACCARELLI et al.: MULTI-ANTENNA NONCOHERENT ML SYNCHRONIZATION...

VII. CONCLUSIONS AND OPEN QUESTIONS

This contribution focused on the optimized design and per-
formance evaluation of an ML synchronizer for multi-antenna
fading-impaired UWB-IR transceivers with noncoherent recep-
tion. After deriving the CRB for the general case of MIMO
UWB-IR systems, three transmit schemes of practical interest
(namely, the SIMO, MIMO-ES, and MIMO-OS ones) have been
compared in terms of the corresponding CRBs. Furthermore,
the noncoherent ML synchronizer has been developed and an-
alyzed for the SIMO transmit scheme which yields the low-
est CRB. To this regard, since it is well known that orthogonal
space-time MIMO signaling schemes achieve Shannon’s capac-
ity on MIMO faded channels, and (at medium/high SNR) mini-
mize the bit error rate (BER) of the corresponding noncoherent
ML detectors [3], {7], [20], [301, at a first glance it may be some-
what surprising that for timing recovery applications the MIMO-
OS scheme of Section III-C fails to yield the lowest CRB. In
fact, the ultimate BER performance of space-time noncoherent
ML detectors is dictated by the corresponding Chernoff bound
[30] and this last achieves its minimum when orthogonal sig-
naling scheme (e.g., orthogonal space-time codes) are used. On
the contrary, the analysis of the CRB of Section III seems to
support the conjuncture that suitable correlation among the sig-
nals radiated by the transmit antennas may improve the ultimate
synchronizer performance. However, the question about the op-
timal design of MIMO signaling schemes for timing recovery
applications in faded environments is still open and this topic is
currently investigated by the Authors.

APPENDIX L. DERIVATION OF THE CRB IN (5)

After introducing in Subsection A the vector representations
of waveform MIMO channel in (1), we compute in Subsection
B the likelihood function that will be employed in Subsection C
to derive the CRB in (5).

A. The MIMO Vector Channel

By resorting to an L-dimensional orthonormal expansion
complete for the N received signals in (1), the resulting L-
dimensional (column) vector r; representing the received wave-

form {r;(¢), ¢ [ —T5,Tp]} i is given by (see (1))
Ng/2
\/ > his(r)+n
i= 1 m=— Ns/2

where s< 9 (7) is the L-dimensional vector representing the sig-
nal s (t — 4mF .y ), while n, ~ { N (0;,1;)} is the Gaus-
sian vector corresponding to the noise waveform {n;(t), ¢ €
[——TO,TO]} in (1). Therefore, after indicating as §\(7) and

m (7') the L-dimensional vectors representing the first and sec-
ond time derivatives of the signal s (¢ — 4mMTmax ), the follow-
ing orthogonality relationships directly follow from (4)

(ﬁ%)(f))Tsfj)(T) = 8(m, Dess(iy 5), (A2.1)
(00) s() = a(m,Deanlisg) (A22)
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. (i) T .5 .
(0m) 870 = smDesstid), (A23)
. T )

(W) 80 = ~8m,Dessliv ) (A2.4)

where 6(m, ) is the Kronecker delta.

B. The Likelihood Function

Since the N, vector observations r,,j=1--,N,in(A.l)

are mutually independent conditional on 7, the resulting condi-
tional joint pdf may be factorized as in

Ny .

[Ie@; 17

j=1

N,

H/p(!j Ihja’r)p(hj)dhj (A.3)
j=1

where h; 2 [hj1-- N, )T ~ N (O4,;1y,) is the Ni-
d1men51ona1 (column) Gaussian vector gathering the MIMO
channel coefficients from the IV, transmit antennas to the j-th
receive one. Now, from (A.1) and the orthcgonality property in
(A.2.1) it follows that

p(ry, ey | T) =

I

N3/2

(J'hJaT> _pn =I \/ Ntz Z h“s(l)(T))
i=1 m=-Ng/2
- 1 Y
L/2 -
= (27) / exp{—igj r;, - N,
Ns/2 1 .
!
x > nvP(r) - S+ NS)Ehfgohj
I=—Ng/2
(A4)
with the (N, X 1) dummy vector Xgl) (7) defined as
VO () 2 (s (7)) eF s (m) (A.5)

Therefore, by resorting to {25, (4.118)] for computing the N;-
variate Gaussian integrals present in the product (A.3), we arrive
at the following final expression for the conditional joint pdf in
(A.3)

var) T et
e

1Nr Ns/2 Ng/2
<o -1 {sfzj—N 3y (W)
j=1 b= Ns/2 k=—Ns/2

x c*zﬁ’“%” (A6)
where the (V; x N;) matrix
C21Iy, + %—(1 + Ns)Q, (A6.1)
t

is symmetric and definite positive. So, after applying the 1g (log-
arithmic) operator to the pdf in (A.6), the resulting first and sec-
ond derivatives with respect to the delay parameter 7 may be
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expressed as in

Ns/2 Ns/2

N,

0
E_‘lgp([p" 'In, IT Ntz Z Z( )
j=11=—Ng/2k=—Ng/2
xC~ V() (A7)
and
82 ’y N, NS/2 NS/2
ngp(h,” En, | T) FZ Z Z
= Ns/2k— Ns/2
S0, T m1g® T 1k
< (@) x50+ (100) 15
(A.8)

where the following auxiliary positions have been also intro-
duced

V() 2 2O = (a0 ()M,

IS §; (A.9)

37’
Vi (n) 2 o T v0r) = W0 () T (. A10)

C. The CRB in (5)

Since the CRB for unbiased estimate of the delay parameter
T assumes the usual form

72} >— [E{ai:ilgp(zl,"v!”r 'T)H_l

(A.11)

o2r) LE{(r -

we must carry out the expectation of (A.8) over the conditional
joint pdf in (A.6). For this purpose, we apply the (general) prop-
erty a’b =Tra{b a”} of the trace operator to the inner vector
products in (A.8), so to rewrite them in the following equivalent
forms

. T )
(y§’)(r)) CVP (r)=Tra { C~1/2M * el A2)
and ‘

(¥0m) e (n)=Tr

where the following matrix positions have been also introduced

. {C_l/zF(j, k, ”C"l/z} (A.13)

. . 3 T
MG k0 2y () <X§l)(7-)) : (A12.1)

. . T
FO kD & Xi-k) () (X§” (T)) (A.13.1)

Now, by exploiting the orthogonality properties in (A.2.1)-
(A.2.4), the expectations over the pdf in (A.6) of the above last
matrices equate

E{MO* D} = (/N)Q,QT +6(k, Q2 (AL4)

E{F0 "0} = —{(7/N)QQF +6(kDQ;} (A15)

JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 8, NO. 2, JUNE 2006

for any combination of the (4, k, !) indexes. Therefore, by ex-
ploiting the above expressions (A.14), (A.15) and resorting to
the (general) property Tra{AB} =Tra{BA} of the trace opera-
tor, the expectation of (A.8) can be computed as in

B Sratep(ey v, 1)} = (14 NN,
c

xTra{[Q2Q0 QlQl] L (A.16)

Finally, after inserting (A.6.1) in (A.16) and this last into (A.10),
the CRB of (5) directly arises. ]

APPENDIX II. DESCRIPTION OF THE EARLY-LATE
GATE SYNCHRONIZER OF (21)

The early-late gate synchronizer constitutes an approximated
implementation of the ML equation in (16) that, essentially, is
based on the approximation of the time derivative ©(t) of the
signal (23) via the corresponding finite difference, i.e.,

du(t)
dt

a(t) & zi[vuw)—v(t—u)}. (A7)

Specifically, since cross-correlation functions are time shift in-
variant, we begin to rewrite (16) in the following equivalent
form

2T
/ T (t + T())S(t + To + 4k7:max + ’f'dt)
0

2Ty
/ ri(t + To)$(t + To + UTmax + %dt) =0.
1=—Ng/270
" (A.18)

Now, since Ty — 4kTmax = 2(1+ Ns —2k)Tiax, We may rewrite
the summation over the k-index in (A.18) as in

Ns/2

2T
) / vy (4 To)s(t + 727 mee (2k — 1))dt

k=—Ns/2

2T
= / ri(t + To)v(t+ 7)dt (A.19)
0

with v(t) being defined as in (23). By proceeding in an anal-
ogous way, the summation over the l-index in (A.18) may be
expressed as in

Ng/2

2T
Z/ 75 (t 4+ T0)5(t + To — AlFmax + 7)dt
1=Ng/2

= / ri(t + To)o(t + #)dt. (A.20)
4]

Hence, after introducing (A.19) and (A.20) into (A.18), this
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last assumes the following form

N
Jj=1

2T
/ ri{t + To)v(t + 7)dt
0

2Ty
x/ ri(t+To)o(t+7)dt | =0.  (A21)
0

Finally, after replacing the time derivative ©(-) in (A.21) by
the corresponding finite difference (A.17), from (A.21) we di-
rectly arrive at (21).

O
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