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Abstract. In this paper, we derive recurrence relations for the single and
product moments of progressively Type-II right censored order statistics
from half logistic distribution. Next, we derive the maximum likelihood
estimators (MLEs) of the location and scale parameters of the half logis-
tic distribution. In addition, we use the setup proposed by Balakrishnan
and Aggarwala (2000) to compute the approximate best linear unbiased
estimates (ABLUEs) of the location and scale parameters. Finally, we
point out a simulation study to compare between the efficiency of the
techniques considered for the estimation.
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1. INTRODUCTION

Let us consider the following progressive type-II censoring scheme: suppose
n units taken from the same population are placed on a life test. At the first failure
time of one of the n units, a number R; of the surviving units is randomly withdrawn
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188 Moments and Estimation From Progressively Censored Data

from the test, at the second failure time, another Ry surviving units are selected at
random and taken out of the experiment, and so on. Finally, at the time of the mth
failure, the remaining R,, = n— Ry — Ry — ... — R;,—1 — M units are removed. In
this scheme, R = (R, Ry, ..., Rp,) is pre-sanctified. The resulting m ordered failure
times, which we will denote by Xg,lu’fz’ »Fim) XéRl’Rz‘ ’R"‘) e X,SLI?},{;}}L"’""’R'")are re-
ferred to as progressive Type-II right censored order statistics. The special case when
Ry =Ry=..=Rp-1 =0so that R,, =n — m is the case of conventional Type-1I
right censored sampling. Also, when Ry = Ry = ... = R, = 0, so that m = m,
the progressive Type-II right censoring scheme reduces to the case of no censoring
“ (ordinary order statistics). If the failure times are based on an absolutely continuous
distribution function F' with probability density function f, the joint probability den-
sity function of the progressively censored failure times Xi.m.n, Xomm:n, -, Xopmen, 18
given by [see Balakrishnan and Aggarwala (2000)]

m
fXI:m:nyXQ:m:ny'--me:m:n (xla T2, .., xm) = An;Rly“»:Rm—l H f(xz){l - F(zz)}Rl7
=1
—00 <2 <732 < ... < Ty <00, (1.1)

where f(.) and F(.) are, respectively, the pdf and the cdf of the random sample
and

An;R1,.-.,Rm_1 =n{n— Ry — ..n—Ry—Rg~..—Rp_1—m+ 1). (1.2)

For simplicity, we write An.r, . R,._, = A4, o1 1<m<nand A iy = T
In this paper, we are concerned with progressive Type-II censored data from the
half logistic distribution with probability density function

e—:c

—— >0, 1.
@) = o = (1.9
and cumulative distribution function
1—-e7%
Form (1.3) and (1.4), we have the relation
1
f(z) ={1-F(x)}—§{1—F(iv)}2, T > 0. (1.5)
The density function f(z) in (1.3), obtained by folding the logistic density of the
form f(x) = e */(1+ €)% —00 < T < o0oatz =0, is a monotonic decreasing

function of z in the interval [0,00) and has an increasing hazard rate. It, therefore,
serves as a good failure-time model in life testing problems. Also, it fits the data
better than exponential distribution [see Balakrishnan and Puthenpura(1986)}. For
the theory methods and applications of progressive censoring, readers are referred
to the book by Balakrishnan and Aggarwala (2000).
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Since the publication of the book by Balakrishnan and Aggarwala (2000), con-
siderable amount of research work has been carried out on progressive censor-
ing methodology. Balasooriya and Balakrishnan (2000) and Balasooriya, Saw and
Gadag (2000) have studied progressively censored reliability sampling plans for
Weibull and lognormal distributions, respectively. Ng, Chan and Balakrishnan
(2002) have discussed the estimation of parameters from progressively censored data
using the EM Algorithm. Viveros and Balakrishnan (1994) and Balasooriya, Saw
and Gadag (2000) have developed inferential methods based on progressively Type-II
censored samples.

Recently, Ng, Chan and Balakrishnan (2004) have computed the expected Fisher
information and asymptotic variance-covariance matrix of the maximum likelihood
estimates based on a progressively type I censored sample from Weibull distribution.
Also, they used these values to determine the optimal progressive censoring plans.

In this paper, we establish recurrence relations for the single and product mo-
ments of progressively Type-1I right censored order statistics from half logistic dis-
tribution in Section 2. In Section 3, we calculate the MLEs and the approximate
BLUE:s of the half logistic parameters. To calculate the efficiency of the techniques
considered for the estimation, we point out a simulation study In section 4.

2. MOMENTS

In this section, we establish some new recurrence relations satisfied by the single
and product moments of progressively Type-II right censored order statistics from
the half logistic distribution.

2.1 Single moments

Let X{ﬁlu’f”"’Rm), Xéﬁ,lu’fz’“"Rm), - f,f}ﬁf,z""’Rm) be a progressive Type-II right

censored order statistics with censoring scheme (Rj, Ry, ..., R;;) from half logistic
distribution. The single moments of the progressive Type-II censoring can be written
from (1.1) as follows

(BinBm)® - prx (B Bn) )

mmn min

= Ap /// ef f(z1)[1 - F(z1)]™

0<z1<T2<...<TMm <00
f(@2)[l = F(z2)]F2...f(@m)[l = Fzm)]®mdey...dzym, (2.1)

where A, 5 is defined in (1.2). When k = 1, the superscript in the notation
of the mean of the progressively Type-II right censored order statistics may be
omitted without any confusion. The single moment of progressive Type-1I right
censored order statistics given in (2.1) satisfies the following recurrence relations.

X
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Relation 2.1
For2<m <mnand k>0,

(R1,R2,....Rm)® _ (R1+1) (R1,R2,..., R ) A HD) (n“Rl—l) (R14+R2+1,...,Rm k1)
Himin (k+1) I'm:n (k+1) Him—1mn

n{n— R —1) LR A2, AR D)
2(k +1)(n+ 1) Hlim—1n+1
(R1+2) 7 (Ry+1,Ra,...Ren)*+D
o 2.2
2k +1) n 1HTmnt ’ (2.2)

form=1,n=1,2,...and k > 0,

(k+1) _1)(k+1) (k +1) (a-p)t®
u‘gtll):n-i-l = 2!:“57:11:n) n lnl n) . (23)
Proof
Starting from (2.1), we write
R 1R 3oty (k)
i) nmnl.// [ 1@t - Fa)®..fen)
0<z2<...<Zm <00
X [1 = F(zm)]fmdz,...dzy, (2.4)

where A is defined in (1.2) and

2k R
I(@) = [ 2t = Flao)® flar)don,
which upon using (1.5) and integrating by parts gives
_ 1 k+1py _ R+l _ 1 k1 R1+2}
Ia) = yp{eh™l - Flaa)]®+ - Zaf L = Fos)

+ ((__]2%_152 012 :L‘IIC+1[1 _ F(l'l)]le(iLj)da:l

(Bi+2) [*2 i Ry+1
S Gl S s 1- 1 dz:.
2+ 1) Jo i1 - F(zy)] f(z1)dz,y
By using the above expression of I(z3) into (2.4), and simplifying in view of

definition of the single moment given in (2.1), we obtain (2.2).
Now form=1,n=1,2,..., k > 0, and by using (2.1), we have

(k) o0
WYY = A, [ et - Fan e,
n(R+1) [*
= —(W Itllc+lf(:l,‘1){1 — F(.’L‘l)]Rld(L‘I
n(R1 + 2)

2T Ty Jy Tl - Flanl® e
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n (Ry)(k+1) n (R1+1)(’°+1)
= k+ 1#1:1:71. —(k—+]—._5 1:1:n+1 ’

(2.5)

and hence (2.3) is proved.
Relation 2.2
For2<i<m-1,m<nandk >0,
(R1,-- Ri+1,...,Ren )+ 1) 2 An+1;éi—1 (R1,-...Rm)(F+1)

Lyt L = A+ D
ruz:m.n+1 (R,L-}—Q) An-}}i_l (Rq"l‘ )p’z.m.n

= b D

mmmn

(R1,...Ri—1,Ri+Riy1+1,Rig2,..., R ) (541

+ (m=Ryi— ... —Ri—)p . 1m
_ Ak, (R1,e,Rim1,Ri+Rit1+2,Riy 2, Ron ) (5+D)
24 _ Him—1:n41
nt+1Ri-y
(R1,Ri_2,Ri—1+Ri+1,Riq1,.... R )5+
_ (n~R1—~ _szl“z"‘l)l% imRizanale +1 )
A ~
R Ri,...,Ri—2,Ri_14+Ri+2,Riz1,...,Rm )(F+1)
+ 24 _1 /J’z('—i:m——lznl’—l—l ! i ) . (2‘6)
n+1;Ri_2

Proof
Again, staring from (2.1), we write

(k) Titl )
st = Mgy [ T st - Pl e
Zi—g

0<1 <. <T3-1<T5 41 <... <00
Fle)[t = F(z))™ f(zio1)[1 = Pzl f(mig1)[1 — Flaig) B0
X f(zm)[1 = F(zp)|Bmdr...doi_1dziyq...dTm. (2.7)

X

By using (1.5) in (2.7) and integrating the innermost integral by parts with some
simplifications, we get (2.6).

Relation 2.3
For2§m_<_nandk20,

(Rl) :Rm)(k+l)

= k 1 (Rl) v&")(m

Ri,osRim—2,Rim—1+Rm+1)(k+1)
+ (n—=Ri—..—Rpm_y —m+1)plfyRm-2.Rn )
An;Rm——l (Rl ywyRm—2;Rm—1+Rm+2)(k+l)
24 _ m—1m—-1n+l
n+1; Ry 2

Rm R yreesRm e ,Rm+1 (k+1)
+ (Rm+2)2A” ke S B (2.8)

n+1; Rm_

Proof
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Form (2.1), we have

M%%{%”."RM)W = An;Rm—l /// {/ mfn[l—F(zm)]R’"f(wm)da:m}
Tm—1

0<z)1<...<Tm—1 <00
f(:L'l)[l — F(xl)]R‘ .. f(a:m_l)[l — F(:Em_l)]Rm_ld(L‘l...diL‘m_l,
(2.9)

X

which upon using (1.5) and integrating the innermost integral by parts, we obtain
(2.8).

2.2 Product moments

The (4,j) — th product moment of progressively Type-II right censored order
statistics from half the logistic distribution can be written from (1.1) as

(RI,.,.,Rm) — E[X(Rl,...,Rm)X<R1,...,Rm)]

1,7mn wmn Jmn

= A5 /// zix; f(z1)[1 — F(z1)]™

0<z1 <Z2<...< Ty <00

flz2)[l = F(z2))2. .. f(@m)[l = F(zm)]*dzy...dzp, (2.10)

X

where f(.) and F(.) are given respectively, by (1.3) and (1.4) and A, g, s defined
in (1.2). The product moment defined in (2.10) satisfies the following recurrence

relations.
Relation 2.4
Fori1<i<j<m-—1and m<n,

A _
(Ry,....,Rj+1,...,Rrm) 2 n+LR; 1 (R1,...Rm) (R1,...Rm)
Hi jimn+1 = N (Rj + l)ﬂ‘i,j:m:n =~ Kimm
(Rj + 2) An;Rj_l
: (Rlv"'wR'—1+R'+1y-")R‘m-
- (=R =R —J+ D 0000 :
. (R1yee o Rj+Rj41+1,...,Rm)
+ (n~Ri—..—-R; - J)/*Li,jzlm—lziz J+
_ An;Rj (Rl,...,Rj_l,Rj+Rj+1+2,...,Rm)
_ t,Jm—1n+1
2A’n+1;Rj—l
A -
n;Rj-1 (R1,...,Rj_2,Rj_1+R;+2,..., R.)
+ 24 ]_ i,j—l:milzn-i—]l i . (2'11)
TL+1;RJ‘_2
Proof

From (2.10), we write

(Rl,...,Rm) — E[X(Rl,...,Rm){X(R1,...,Rm)}0]

Him:n Lmin Jmn
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s [efef =

0<z1<..<Tj~1<Tj $1<...<Tm <0

it
S

< [ 5@l - Pz | el - Fel
X X (@)L= F(ei-1)]%71 f(2541)[L = Fzj)) B+
X ... X f(:cm)[l — F(rm)]Rmd:cl...dxi_ld:ci+1...dxm, (2.12)

which upon using (1.5) and integrating the innermost integral by parts and simplify,
we get (2.11).

Relation 2.5
Fori<i<m-—landm<n,

A .
Ry, ,Rm+1 2 +1;Ren- Ri,...Rm)+Rm+2 Riy..Rm
'uz(,'rri:m:n—t—l ) = (R4n+2) 2 7 - [_ z(':ni:n ) )+ (R'n+ 1)"1'1(,7);:m:'n )
N m—1
Ry,...,Rm~
= (n=Ri— .= By — m Dl m st bt )
A -
i Rm— Ri,....,Rm—
+ 2A“ ~ : /J'z(',n:—l:m—lzln+1}' (213)
n+1L;Ry 2

Proof

The proof can be done easily by following the same manner as in Relation 2.4.

2.3 Deductions

For some different censoring schemes, we deduce some special cases from the
recurrence relations for the single and product moments established by Relations
2.1-2.5 as follows:

1. When R; = ... = R = 0, so that m = n, in which case the progressively
censored order statistics reduce to the usual order statistics X1, Xo:ns ---, Xnins
then

(a) Relation 2.1 reduces to

k) — _1___ (k+1) , (n—=1) (. 0)¢k+D
Hy.p (k+ l)iu‘l:n + (k+ 1)/1'1;7;_1;”
n(n—1) (2,...,0)(k+D) 1 n (1,0,...,0)‘k+(15,14)

my’l:n—lzn-}-l (k + 1) n+ 1“1:n:n+1

and

1)(k+1) k1 (k + 1) k
lu'gzz:n+1 = 2(“5:1_’:—71) - ‘—""#H:n) (215)
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(b) Relation 2.2 reduces to

0,...,1,...,0)0k+1) (n+1) k41 k
/J'z(':n:n+1 ) = m “E:n:n) - (k + 1)/‘5:12:71 + (n ) zn 1n
(n=1) (0,.,2,..,00*+D o], 0) (6 FD)
- —2_/'1"L(:n—1:n+1) - (TL + l)y’i-—l:n—l:n)
1 2,..,0)(k+D)
+ 2(”"2‘*'2)“1 1n lnzl—l
(c) Relation 2.3 reduces to
0,...,1)(k+1) 2 0,...,2)(k+1)
Ngzk;i_l) = [(k + l)ﬂ(k) Sz l:nz—ltn (n 4 1) 51—-1 n) 1:in+1
1 0,...,1)(k+1)
e b (2.17)
(d) Relation 2.4 reduces to
0,...,1,....0 (n+1) 0,....1,....0
#E,J o) = m[ﬂi,j:n — pim] — (n+ 1)#5; A
(n+1) N (0e1,00) (M=) (0,..2,..0
+ m(n— )/J’z(,j:n—lzn ) 3 (,]n -
(n—j+2) ©.2.
+ B #(J 1n—1: n+1] (2.18)

(e) Relation 2.5 reduces to
¥ )1 0, ,1 2
:U"Ennn)+1 - (n+1)[_ﬂ'i:n /%(n_12; 1n+#znn] +ﬂ’zn-—121 1:n+1 (2'19)

2. When R; = Ry... = Rj_; = 0, so that there is no censoring before the time
of the j—th failure, then the first j progressively Type-II right censored order
statistics are simply the first 7 usual order statistics. Based on such censoring
scheme, we deduce the following:

(a) Relation 2.1 reduces to

k+1
ugk:g_z( (k+1) _ ( * )ugkz (2.20)

which is the relation established by Balakrishnan (1985).

(b) Relation 2.2 reduces to

(n—

2(n+
+ (n—i+ 2)u§f"f:173+1] — (n—i+ Dul)

m—i+1)(n—i+2) (k+1)

k + Du® i 1)[2( 1yl

i1, 0) 4D
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hence, we have

(n+ Dl = il + (- i+ DulHY, (2.22)

[see Balakrishnan and Cohen (1991, p.24)], also from (2.22), we have

k+1 . k+1 k 1
(n+Dp) = (- )+ -+ 2ul, (229
Thus,

k . k . {k . k+1
2n+ Dpl D+ (- i+ 2 = 20p) 2 — i+ Dl

k+1 . k+1

+ (TL + l)uz('—_;_:n) - (Z - 1)#‘1(11‘:—1)
(2.24)

Substituting into(2.16), we get

k+1 1[n+1)(k+1) )y n+1 k41 _n- 2z+1 k+1

which is the same relation established by Balakrishnan (1985).

(c¢) Relation 2.3 reduces to

k+1 1 n+1 k+1 n—1 k+1
W = % [ D+ D 0 PR (220

which is the same relation established by Balakrishnan (1985).
(d) Relation 2.4 reduces to

2(n+1 1
‘K‘T‘L‘—){Hz Wi j—1:n — ——— Him }(2.27)

Hijin+1 = W j~1m+1 — T +2 gJm : n—j+1

which is the same relation established by Balakrishnan (1985).

3. ESTIMATION

In this section, we apply two different methods to estimate the location and
scale parameters of the half logistic distribution.

3.1 Maximum likelihood estimates

In this part, we shall derive the maximum likelihood estimates of the location and
scale parameters of the half logistic distribution. Let Xi.nn, X2mmm,---> Xmmm
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denote a progressively Type-II right censored sample from the location-scale half
logistic distribution with density function

9 0o

f(fl' 6 O') (—m, f <z < oo, o> 0. (31)

The likelihood function to be maximized for estimates of § and o(which will be
denoted by 6 and &) is

e(a:t mn—8)/c

m
L(#,0) = (Constant)(~ 0 H(e($1mn‘_0)/a+l)R+2’ Timmin

>0 (3.2)

Upon inspection of this likelihood, it is evident that it is an increasing function of
8. Therefore, the maximum must lie on the line

0 = Ttmm. (3.3)

Differentiating likelihood function given in (3.2) with respect to o, the resulting
equation to be solved for the maximum likelihood estimate of o is given by,

m ) _
(xi:m:n - xl:m:n) (R1 + 2)e(xtrm:n Tlim:mn)/o
E 1-—
" + i=1 o { (e(zi:m:n_zl:m:n)/a + 1)

}=0. (3.4)

Since (3.4) cannot be solved analytically for ¢, some numerical methods such as
bisection method must be employed.

3.2 Approximate best linear unbiased estimate

Following the technique proposed by Balakrishnan and Aggarwala(2000), we
calculate the approximate best linear unbiased estimation (ABLUES) for the location
and scale parameter 8* and ¢* as follows

9 = ZA Yz(ﬁlr’; Rm) (35)
ot = ZB v B Rom), (3.6)

where A; and B; are the coefficient of the ABLUEs.

4. NUMERICAL ILLUSTRATIONS

A progressively Type-II right censored samples from half logistic distribution
with location parameter § = 0.0, and scale parameter ¢ = 1.0 was generated based
on 10,000 Monte Carlo runs, we calculate the coefficients of the ABLUEs of the
location and scale parameters § and o in Table 4.2. Also we calculate the MSEs
and the Bias of the location and scale parameters # and o based on the ABLUESs in
Table 4.3.
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Table 4.1. Sample sizes and censoring schemes from half logistic distribution

n | m | censoring scheme

8 |3 | Schl=(1,0,4)

10 | 4 | Sch2 = (1,0,1,4)

15 | 5 | Sch3 = (4,0,0,0,6)

20 | 6 | Sch4 = (7,0,1,0,0,6)

30 | 7 | Sch5 = (10,1,0,2,0,0,10)
35 | 8 | Sché = (10,3,1,1,0,2,0,10)

Table 4.2. Coefficients of the ABLUEs of 8 and o from half logistic distribution.

n m A; B;
8 3 | 1.42016 | -1.91947
-.01685 14636
-.40330 | 1.77311
10 4 | 1.28339 | -1.61811
-.00167 | .07404
-.04684 | .30371
-.23488 | 1.24036
15 5 §1.17579 | -1.47210
.00072 04373
-.00452 07687
-.00969 10888
-.16232 | 1.24262
20 6 | 1.12306 | -1.36474
.00109 02849
-.01040 14534
-.00449 07528
-.00735 09831
-.10192 | 1.01733
30 7 | 1.10576 | -1.70793
-.00357 08679
-.00024 02974
-.01192 20843
-.00247 05837
-.00364 07298
-.08391 | 1.25161
35 8 | 1.07967 | -1.80177
19969 | -.34153
.08948 | -.00691
.04059 07030
.03717 | -.01023
-.02854 24769
.00244 07243
-.42051 | 1.77002

197
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As a check of the entries of Table 4.2, for the coefficients of the ABLUEs, we see
that 3 A;~1and 37 B; ~0.

Table 4.3. Bias and MSEs for the ABLUEs of # and ¢ from half logistic
distribution

n  m scheme BIAS(9*) BIAS(c*) MSE(6*) MSE(o")
8 3 Schl -000502 0.03910  0.06535  0.37507
10 4 Sch2 -0.00730  0.03866  0.03961  0.24651
15 5 Sch3 -0.00225 0.02608 001793  0.18331
20 6 Sch4 -0.00162  0.02351 001011  0.14412
30 7 Sch5 -0.00094  0.01223  0.00462  0.12587
35 8 Sch6é -0.00126  0.01273  0.00337 0.10787

From Table 4.3, we see that as n increases, the mean square errors M SE(6*) and
MSE(c*) decrease for all censoring schemes.

Example:

A progressively Type-II right censored sample of size m = 4 from a sample of size
n = 10 from half logistic distribution with § = 0.0, ¢ = 1.0, and censoring scheme
Sch = (1,0,1,4), was simulated using SUBROUTINES RNUN and BLINF in IMSL,
based on the algorithm given in Balakrishnan and Aggarwalla (2000) page 34. The
simulated progressively Type-II right censored sample is

0.1097,0.1718,0.5012,0.5122.

By making use of equations (3.5) and (3.6), then using the coefficients A; and B;
for n =10, m =4, in Table 4.2 we determine the ABLUEs of # and ¢ as follows:

§* = (1.28339 x 0.1097) 4 (—.00167 x 0.1718) + (—.04684 x 0.5012)
+(—.23488 x 0.5122) = —0.0033

and

o* = (-1.61811 x 0.1097) + (.07404 x 0.1718)
+(.30371 x 0.5012) + (1.24036 x 0.5122) = 0.6227,

so that we obtain the standard errors of the estimates 8* and o* to be

SE@6*) = o*(Var(8*))"/? =0.6227 x (0.0396)'/2 = 0.1239,
SE(0*) = o*(Var(o*))"/? = 0.6227 x (0.2449)!/? = 0.3082.
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Starting from Table 4.1, the MSEs and the Bias of the location and scale param-
eters § and o based on the MLEs are given in Table 4.4.

Table 4.4. Bias and MSEs of the MLEs of # and ¢ from half logistic distribution
n m scheme BIAS(§) BIAS(6) MSE(8) MSE(s)

8 3 Schl 0.22689 -0.32862 0.09499 0.19655
10 4 Sch2 0.18218 -0.26453 0.06233 0.14035
15 5 Sch3 012622 -0.22104 0.03036 0.10692
20 6 Sch4 0.09595 -0.19169 0.01758 0.08662
30 7 Sch5 0.06439 -0.17404 0.00802 0.07579
35 8 Sch6 0.05503 -0.15308 0.00596 0.06512

From Table 4.4, we see that as n increases, the mean square errors M SE(é) and
MSE(6) decrease for all censoring schemes.

In order to compare the performance of the ABLUES and MLEs, we use the defini-
tion of the relative efficiency proposed by Balakrishnan and Lee (1998) as follows

BfE(8) = -4‘%%@)2 % 100, (4.1)
and
Eff(c) = % x 100. (4.2)

The values of the relative efficiency in (4.1)and (4.2) can be interpreted as follows:

o if Eff(6) > 100, we conclude that the estimation of § based on the ABLUEs is
more efficient than that based on the MLEs.

e if Eff(f) < 100, we conclude that the estimation of 6 based on the MLEs is
more efficient than that based on the ABLUES.

The relative efficiency between the above methods of estimation for the half logistic
distribution are computed in Table 4.5. By using (4.1)and (4.2) in Tables 4.3 and
4.4, we have the relative efficiency for the ABLUEs and MLEs as given in Table 4.5
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Table 4.5. Relative efficiency between the ABLUEs and the MLEs
' for half logistic distribution
n Eff(9) Eff(o)
8 145.42 51.98
10 157.55 57.55
15 169.38 59.01
20 173.93 59.96
30 173.90 59.13
35 176.77 59.57

From Table 4.5 we see that the estimation of § based on the ABLUEs is more
efficient than that based on the MLEs and the estimation of ¢ based on the MLEs
is more efficient than that based on the ABLUEs.

5. CONCLUSION

Recurrence relations for the single and product moments of progressively
Type-II right censored order statistics from half logistic distribution are derived. In
addition, some well known results are deduced as special cases. Next, the maximum
likelihood estimators (MLEs) of the location and scale parameters of the half lo-
gistic distribution are calculated. In addition, the setup proposed by Balakrishnan
and Aggarwala (2000) was used to compute the approximate best linear unbiased
estimates (ABLUES) of the location and scale parameters. Next, a simulation study
to compare between the efficiency of the techniques considered for the estimation
was carried out.
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