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Adaptive Absolute Delay Differentiation in

Next—Generation Networks

Jung Hoon Paik*

ABSTRACT

In this paper, an algorithm that provisions absolute differentiation of packet delays is proposed with
an objective for enhancing quality of service (QoS) in future packet networks. It features an adaptive
scheme that compensates the deviation for prediction on the traffic to be arrived continuously. It
predicts the traffic to be arrived at the beginning of a time slot and measures the actual arrived
traffic at the end of the time slot, and derives the deviation between the two quantity. The deviation
is utilized to the delay control operation for the next time slot to offset it. As it compensates the
prediction error continuously, it shows superior adaptability to the bursty traffic as well as the
constant rate traffic. It is demonstrated through simulation that the algorithm meets the quantitative
delay bounds and shows superiority to the traffic fluctuation in comparison with the conventional
mechanism.
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1. Introduction

Two broad paradigms for quality-of-serv-
ice{QoS) in the Internet have emerged, namely
integrated services(IntServ) and differentiated
services(DiffServ) [1, 2]. The IntServ model,
which aims to provide hard end-to—end QoS
guarantees to each individual data flow, requires
per-flow-based resource allocation and service
provisioning and, thus, suffers from the scal-
ability and manageability problems due to the
huge amount of data flows.

This lack of scalability is, to a large extent, be—
ing addressed within the DiffServ architecture. In
the DiffServ model, traffic is aggregated into a fi-
nite number of service classes that receive differ—
ent forwarding treatment. It achieves scalability
and manageability by providing quality per traffic
aggregate and not per application flow. However,
it's drawback is difficulty in contriving efficient
resource allocation mechanisms to guarantee the
end-to-end QoS of each individual data flow.

With superiority in terms of scalability and
manageability, the DiffServ is gaining more pop-
ularity as the QoS paradigm for the future
Internet. Several schemes are devised to realize
the DiffServ philosophy. At one end of the spec-
trum, absolute differentiated services seek to
provide end-to—end absolute performance meas-
ures without per-flow state in the network
core[3]. At the other end of the spectrum, relative
differentiated services seek to provide per—class
relative services[4]. In this model, the traffic from
a higher priority class will receive no worse
service than the traffic from a lower priority class.

In our view, absolute differentiated service is

essential for handling a real-time application

which requires guaranteed QoS measures for fu—
ture Internet. In addition, proportional differ-
entiated service is also needed to handle the
soft-real time service which is tolerant to occa-
sional delay violations and hence do not require
strict delay bounds.

Consequently, it is perceived that the QoS ar-
chitecture that provides any mix of absolute and
relative differentiated schemes under the DiffServ
paradigm is the most suitable service archi-
tectures for future Internet.

In this paper, an algorithm that enforces abso-
lute differentiation of packet delays is proposed.
In [5], Joint Buffer Management and Scheduling
(JoBS) scheme is suggested, and it provides rela—
tive and absolute per-class service differentiation
for delays and loss rate. It makes predictions on
the delays of backlogged traffic, and uses the
predictions to update the service rate of classes
and the amount of traffic to be dropped. Our ap-
proach is similar to [5] in that it predicts delays
of backlogged traffic and uses the predictions to
update the service rate of classes, but main dif-
ference is whether the prediction error which oc-
curs indispensably is applied on future control
operation. While most conventional schemes
don’t reflect the prediction error, our algorithm
makes use of the deviation to improve the QoS
quality. More specifically, it predicts traffic to be
arrived at the beginning of a time slot and also
measures the actual arrived traffic at the end of
a time slot. The prediction deviation is derived
at the beginning of a next time slot, and it is
quantified to be reflected to the delay control
mechanism for the next time slot. The target de-
lay is adjusted by some extent which is de-

termined by the prediction error at every time
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slot. As the suggested algorithm continually
compensates the prediction error every time slot,
it shows superior adaptability to the bursty traf-
fic as well as the constant rate traffic as com-
pared with conventional approaches.

The remainder of this paper is organized as
follows. In Section 2, related work is overviewed.
In Section 3, an algorithm which provisions the
quantitative differentiated services is developed.
Following this, in Section 4, a set of simulation
experiments to illustrate the performance of the
scheme is presented. Finally, in Section 5, some
concluding remarks are presented

2. Related Work

In DiffServ architecture, an admission control
scheme is mainly used to provide QoS guarantees
by reserving appropriate resource[6]. There are
two basic approaches to admission control. The
first, which is called parameter-based approach,
computes the amount of network resources re-
quired to support a set of flows given a priori
flow characteristics. The second approach which
is measurement-based relies on measurement of
actual traffic load in order to make admission
decisions. Measurement-based approaches are
classified to two schemes, envelopes—based
{7, 8], and probing-based[9].

In [10] and [11}, the definition of a statistical
bound on arriving traffic is employed to obtain
the statistical multiplexing gain in a single node
with a packet scheduling algorithm under the
scalability constraint.

In [12], the probing rate at a receiver is used
as the admission condition. The loss probability

of probing packets is used as a threshold to admit
or reject a flow in [13].

Relative delay differentiation is first discussed
in detail in [14]. In [14], two packet schedulers
that try to achieve proportional delay differ-
entiation is presented. However, the schedulers
are not ideal, in the sense that, the average delays
experienced by different classes tend to deviate
from the proportional model under light traffic loads.

Joint Buffer Management and Scheduling (JoBS)
is suggested in [5], and provides relative and ab—
solute per—class service differentiation for delays
and loss rate. It makes predictions on the delays
of backlogged traffic, and uses the predictions to
update the service rate of classes and the amount
of traffic to be dropped.

In [15], extended weight fair queueing (WFQ)
is devised and applied to proportional delay dif-
ferentiation service. It shows that the delay re-
quirements can be achieved efficiently.

A new scheduler, Deadline Fair Sharing (DFS),
is suggested in [16]. It operates in a dynamic
weighted fair manner to provide an absolute de-
lay guarantee and proportional delay and loss
differentiation guarantees.

Probing mechanism which is incorporated into
the EEAC-SV scheme is devised to enhance the
end-to-end QoS granularity in the DiffServ net—
work [17].

3. Adaptive Delay Differentiation

Model

3.1 Objective

It is assumed that there are N service classes,
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and class I +1 is better than classifor 2 <i < N,
in terms of service metrics. With this convention,
the service guarantees for the classes can be
expressed. An absolute delay guarantee on class

1 is specified as
D =D vie{l,., M} 1

where D' is a desired delay bound of

class i. The proportional delay guarantee

between class i and class i+l is defined as

%:aimw, Vie {M+1,.,N} (2

1

where o/ is a constant that quantifies the

proportional differentiation desired.

3.2 Node Architecture

Service rate
adjustment

class 1 buffer
-y

class 2 buffer
>

Output link

class N buffer
[ 5

(Figure 1) The proposed system
architecture

The proposed node architecture is shown in
(Figure 1). The classifier classifies incoming
traffic into a number of classes and the scheduler
then serves traffic in class buffers. Input traffic
is predicted at the beginning of the time slot and
measured at the end of the time slot, and the dif-

ference will feed into a process to adjust the
service rate in the scheduler periodically.

3.3 Service Rate Adjustment

As illustrated in (Figure 2), time axis is slotted
with interval T, and time slot n spans the time

interval [th—1, tal.

T A
| N\

[
0 1 t
1 2

x™ —T
x™ /T
~ —_—

-~

—

(Figure 2) Time axis notation

The input rate X, (n) of class i for the time slot
n is predicted with the weighted moving average
schemes like equation (3) with p = 0.9. Specific-
ally, predicted values are indicated by a tilde(™).

n—2

) IRNC
L) =1 =p) et oA (n-1) ()
The backlog B,(t) of class i at time t is derived
from g"(¢) and R (t) like equation (4) where
Ri™(¢) is the arrived traffic at class i buffer and
R (t) is the serviced traffic from class i buffer

in the interval [0, t] respectively.
B (t)=R™(t)—R"(t) “)

Now, some parameters related a class i are
predicted to derive the service rate for the next
time slot n. With the predicted input rate for the
next time slot n of equation (3), the prediction

of the class i input traffic for next time slot n,

R™(t;t € [t,_y, t,)), is given by
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Rt € tant.)=XN)X(t—t,_y) (5

Similarly, with the definition of service rate
4 (n) of class i buffer for next time slot n, the

predicted serviced traffic of class buffer i for next

time slot n, & (t; t € [t,—,, t,]), is given by
R’iout(t;t IS [tn—lx tn]):%(n)x(t—t"_l) (6)

With the equation (5) and (6), the predicted
backlog B (t;t € [t,_,,t.)) of class buffer i for

next time slot n is derived as

E(tte[n l’t]= (7)
B (t

(8, -1) +{N () =% ()} < (t—t,-1)

Now, the predicted delay D; (¢ t € [t,.,, t.]) of
an class i input packet arriving at time t,

t € (t,_i, t.], is described as equation (8).

ﬁz‘ (t1 t € [tn—l!tn])

_Bitelt, )

- 'Yi(n) ®)

Bi(tn—1)+{/’\:(n)_7i(n)}X(t—tn—l)
’Yz(n)

Averaging the instantaneous delay D, (t) over

a time slot n provides a simple measure for the
history of delays experienced by typical class i
packets. It is given by equation (9).

D™ (n) = T/ D, (x)dx

9)
LX) =)

Y (")

B (t,-1) +-

It is a feature of our algorithm that the pre-

diction error on the input rates over time slot n

is reflected on the derivation of the service rates
over next time slot n+1. In order to reflect the
prediction error on the input rates on the deriva-
tion of the service rates, the error A\, between
the measured input rates X (») and the predicted
input rates X,(n) is defined as equation (10).

AN (n) =X (n) =X (n) (10)

With the definition of equation (10), the delay
difference AD, 4, (n) caused by the prediction er-
ror A) on input rates is derived from equation

(9) and given by equation (11).

_g_x AN (n)

~ () (11)

ADi,A)\, (n) =

The actual averaged delays D¢ over time slot

n is adjusted with that extent of equation (11)
and expressed as equation (12).
D = D+ AD, 4,

Bi(tn—1)+"§—{)‘~i (")+A)‘i(”)“7i(”)}
B 'Yi(n)

(12)
With the derivation of equation (12), the delay
difference AD, from the target delay Dt over

time slot n is given by

AD; (n)=D,"™

Bty )+ 2K )+ AN ) =% )} (13
7, (n)

As equation (13) indicates the deviation from
the desired delay over the time slot n, it is com~
pensated by that extent over next time slot n+1

such as equation (14).

Qtargrt(n+1):Dimrgﬁt_‘_ADi(n) (14)
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In case that the actual delay is two larger than
the target delay, there is a possibility that
D¢t (n+1) might become negative in equation

(14). As delay cannot be negative, it is fixed at
zero for the case such as equation (15).

D" (n+1)=
0 DIt (n4+1) 0 )
B0+ LS w6 B
2 ppt — )

7 (n)
cherwise
As the target delay for the time slot n+1 is de-
rived, the service rates for the time slot n+l1 is
derived from the equation (9). It is given by

equation (16).

Bi(t,) +5 A (n+1)
rin+1)= e
DI (n+ 1)+
B(t,)+ LK (m+1)
T Dioret(n 1) < 0
7
Bt)+LRm+1)
2p/t — {B(t,. D+ K )+ AN (n) - n(n)]}+§
oherwise
(16)

4. Simuiation

Simulations for the examination of efficiency
and comparisons between adaptive scheme and
non-adaptive scheme have been conducted in this
section with OPNET simulator. Each source node
generates number of traffic flows whose time in-
ter—arrival and packet size are exponentially dis-
tributed with mean 0.001 and 1000bits. We create
two absolute service classes 0 and 1, and two pro—
portional classes 2 and 3.The higher number of
classes has higher priority. The delay require-
ments are set to 20ms and 40ms respectively for

absolute delay, and o, = 0.5(delay ratio is 1 : 2) for
proportional delay. Traffic load distribution is set
to 30%, 20%, 30%, and 20% respectively in order
to observe the dependency of delay bound on the
amount of traffic generated. Link capacity is set
to 100 Mbps. We also assume that the link prop-
agation delay is negligible.

(Figure 3) shows a result of queueing delay
of class 1. It shows that the adaptive scheme
clearly meets the delay bound while non-adap-

tive scheme frequently exceeds the delay bound.

~®—non-adaptive algorithm
~—8— gdaptive algorithm

Average Delay
°
2
@
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(Figure 3) The queueing delay of the class1
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(Figure 4) The effect of link utilization
on delay

In addition, we increase the link utilization by
giving more number of flows to the proportional
elay classes (class 3 and 4) and see the effect of

the link utilization. As shown in (Figure 4), the
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(Figure 5) The delay

link utilization does not affect the absolute delay.

Comparing average queueing delay, adaptive
algorithm has lower delay than the target delay
while the non-adaptive algorithm is almost same
as the target delay. This explains that the
non-adaptive algorithm can be more preferable
in terms of resource utilization issue.

Though this is true for exponential traffics, we
point out that many of current Internet traffics
do not follow the exponential distribution. Our
adaptive algorithm has better performance for
such a realistic traffic. For realistic traffics, we
create hundreds of flows which follow Pareto

distribution with shaper value 1.9, and starting
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(d) The delay to bursty traffic Il

to bursty traffic

time is uniformly distributed with specific time
period. In addition, the duration of flows follows
Pareto distribution with location of 20 seconds
and shaper value of 1. 9. The example of the input
traffic is shown as (Figure 5). We simulate two
algorithms using these traffic and results are
shown. In this scenario, the advantage of our al-
gorithm is obvious. Most of average delay does
not meet the delay boundary of 20ms in conven-
tional scheme while more number of delays
meets the bound in our algorithm. This superior
adaptability to burst traffic is originated from the
continual compensation of predicted traffic which

is a key to our algorithm.
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5. Conclusion

In this paper, a delay differentiation algorithm
that achieves absolute QoS provisioning is
proposed. The main feature of this algorithm is
that it continually adjusts the target delay with
reference to the traffic prediction deviation in
previous time section.

It has founded that the suggested scheme per-
forms well in terms of achieving absolute QoS
provisioning. In addition, it shows superior
adaptability to the traffic fluctuation in compar-
ison with conventional approach, and it presents
a feasible approach to future Internet where QoS
differentiation is essentially required and bursty

traffic is prevailed.
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