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Efficient Preprocessing Method for Binary Centroid Tracker in

Cluttered Image Sequences
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Abstract

This paper proposes an efficient preprocessing technique for a binary centroid tracker in
correlated image sequences. It is known that the following factors determine the performance of
the binary centroid target tracker: (1) an efficient real—time preprocessing technique, (2) an exact
target segmentation from cluttered background images and (3) an intelligent tracking window sizing,
and etc. The proposed centroid tracker consists of an adaptive segmentation method based on novel
distance features and an efficient real—time preprocessing technique in order to enhance the
distinction between the objects of interest and their local background. Various tracking experiments
using synthetic images as well as real Forward—Looking InfraRed (FLIR) images are performed
to show the usefulness of the proposed methods.
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[. Introduction

Automatic video tracking systems are employed
in a wide variety of missions and tracking

environments,

such as fire control, guidance,

autonomous vehicle navigation[1]—-[7].

Many

different methods of estimation of a target
location have been developed. The most common
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(and probably the best known) method among
tracking algorithms is a centroid target
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Fig. 1. Binary centroid tracker.
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Fig. 2. General geometry of
tracking window.

tracker[3]—[7]. There are two kinds of the
centroid target tracker: One is a binary centroid
tracker considered in this paper and the other is
an intensity centroid tracker which uses the raw
data directly. The centroid of the image presented
by a target in the field of view (FOV) of a sensor
1s generally accepted as the aim point for
autonomous fire and forget weapons. For hardened
targets like tanks, proper aim point selection and
guidance up to almost zero range is essential to
achieve maximum kill probability. As the centroid
offers a stable tracking point, it can be used as a
reference to select the proper aim point. Figure 1
shows the block diagram of a general binary
centroid tracker.

The target location estimate is often computed
on a small subimage called a tracking window
(target and background window), as shown in
Figure 2, to sample the target and background

% 34 247) 4

intensities immediately adjacent to the target
image. The target window ideally consists of all
pixels located on the target object. The
background window contains pixels in the
background immediately surrounding the target.
Based on the statistics of these two regions, a
decision rule is formed so that each image pixel is
classified as either a target pixel or a background
one. This decision rule defines a mapping from the
set of all possible pixel values into a binary set
[3]-17].

The performance of the binary centroid tracker
can be increased by an efficient preprocessing
method
preprocessing method is applied to the digitized

before target segmentation. The
data stream in order to enhance the distinction
between the objects of interest and their local
background. A commonly—applied process was a
local mean removal for the centroid target tracker
reported in the literature[1]. Mean removal was
used for tracking small targets against
backgrounds with high horizontal noise content
(such as horizon or thermal banding effects).
We will propose an efficient preprocessing
algorithm in order to decrease th probability of
pixel classification error in the target
segmentation process. Furthermore, the
segmentation effects on the target centroid
estimation 1s also presented with some

qualitative analysis.

II. Segmentation Effects on Target Centroid
Estimation

When computing target position (aim point)
from segmented binary images, a major problem is
caused by noise, such as system and sensor noise,
background clutters near the target, etc. If the
segmentation process is accurate, most, if not all,
of the target and background pixels will be
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correctly classified. In such cases the estimated
centroid will be very close to the actual target
centroid. However, if there is a large amount of
sensor noise and/or if the target gray levels are
similar  to  the surrounding  background,
segmentation will not be very good. This causes
pixel classification errors and affects centroid
computation.

An investigation of the effects of system and
sensor noise on target tracking was presented in
a previous study[3]. A simple way to model
segmentation errors is to define a binary noise

variable, B(1,J), as follows:

K ) ={ 0, if pixel(i, ) is correctly classified,
»J 1, if pixel(i, j)is incorrectly classified.

(1)
Therefore, for a given pixel (7,7), K1) is
a Bernoulli distributed random variable:

(b)) =Pr(e) 11— Pr(e)] =2, p=0, 1
(2)

where Pr(e) is the probability of a pixel
classification error. The probability of a pixel
Pr(e), is defined as the

probability that a given pixel (7,7) in the target

classification error,

window will be misclassified. If the underlying
PDFs of the target and the background pixels,

XAT) and XAB), are known, Pr(e) can be

estimated by integrating over the error regions of
each PDF. For example, the corresponding PDFs

are shown in Figure 3. The parameters m2, and
m , represent the respective means of the
densities, and 7", represents the segmentation
threshold computed by the binary centroid tracker.
Background gray levels greater than 7", will be

misclassified, as will target gray levels less than
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T, Pr(e) can be computed by using the

formula

oo T,
Pr(e)=AB) | pABdz+ AT [ 'HADdz
3)

P{=IT)

P(zIB) /
i
i

iy Th i, Grey level

Fig. 3. Target and background PDFs.

where A(B) is the probability that a pixel in
the targe window is background, and X 7) is the
probability that a pixel in the target window is
target.

The pixel classify function, c(7,7), can be

defined in terms of &7, )

(1,7) € Target
(1,)) € Background.

)

c(z',/')Z{ })(_I[jg”)

The x and ¥ component of the target aim
point error is redefined as

—~~

X=X Xy yt:yt_/y\t
()

where, Yt and Tt are target aim point

error in X and Y direction, respectively. X, and
¥, true target centroid points. X, and ¥,

mean estimated target centroid points from the
segmented image.
The expected value and the variance of the aim



[e]

A SRR BN T AA WS o83

point error in X and Y direction can be found by
some approximations in [3] as follows:

]; (Xt—%be)Pr(e) (6)

(v— %fyb)Pr(e)

var{ x ) ]; ]]\\f/éw r’(Pr(e)—Pr(e) )
ar{ v} !

AP~ Pr(e) )

(7)

where, X, is X coordinate of true centroid of

the background pixels in the target window, /V,
is number of background pixels in the target

window and V., number of pixels in the target
window. 7 and r , are Radiuses of gyration of

the target window about X and ¥ axes:

r2 r2
2 2] 2 21
f2: EeTW jeTW 1,2: e TW jeTW
9
X N,, Y N,
8

Definition 1: A centroid error distance at the

ktb

image frame Cerror(k) is defined as
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tracking scenarios. Notice that as with the aim
point bias terms, the variance terms are directly
the

classification error.

probability of a pixel
It that if the
segmentation algorithm can reduce the probability

proportional to

implies

of a pixel classification error, then aim point jitter
1s decreased and the tracker performance 1is
improved. Therefore, we will use the probability
of a pixel classification error as a reference
performance criterion to increase the performance
of the binary centroid target tracker.

II. Efficient Preprocessing Method

Figure 4 shows the proposed binary centroid
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Fig. 4. The proposed binary centroid tracker.
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The centroid error distance, Cerror(k), can
be reduced by decreasing the probability of a pixel
classification error, Pr(e). The results of target
segmentation effects show if the centroid of the
background pixels in the target window 1s equal to
the centroid of the target pixels in the target
window, the centroid bias is zero. Almost this
condition does not happen in the ordinary target

Gray lavel u, T u, Gray Vel

(h)

(a)

Fig. 5. (a) Target and background PDFs for the input image,
(b) PDFs for the weighting windows of the respective
target and background windows.

tracker with an efficient preprocessing. As shown
in Figure 4, the windowed images of the target
spatially weighted by

and background are

respective suppressing weighting windows, such
as w/(x,5) and w,(x, ). The preprocessed

images are simply modeled as:
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gx =111 ,(x="x y— 1]
=wlx— X y= V- - f{x—xy=

(10)
glx =111, (x—"x y— )]
=wyx— X y— ¥ f,(x— % y— )

(11)
where fx—%y=7y and

f,(x— X, y— ¥)are the gated target and
background input image centered at the prediction
pixel (X ) such as in Figure 2,
gx—Xy=Y) ad g,(x— X,y are
the respective preprocessed images, and 7" is an
operator on £, defined over the tracking window.
w,and W, are kinds of mask, in which the

values of the coefficients are predetermined with
the same size of the tracking window.

This masking process decreases the intensities
of the background images near the target image
more than those of the target image and,
consequently, produces an increase in the tracking
contrast. Therefore, we can decrease the
probability of a pixel classification error. A simple
graphical explanation of the proposed method is
shown in Figure 5 using the related PDFs. The
PDFs of the respective input images for the target
and the background are shown in Figure 5(a).
Figure 5(b) shows the resultant PDFs of the
preprocessed target and the background images.
The probability of a pixel classification error
based on the preprocessed images can be reduced
if we determine proper weighting windows which
are mutually independent of the input
corresponding images.

The principal objective of the preprocessing is
to process the input image so that the result is
more suitable than the original image for moving
target segmentation. A flow chart of the proposed
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real—time centroid tracker is shown in Figure 6.
The procedure can be summarized as follows:
Step 1: Detect moving targets and initialize the

required parameters. Using proper target

recognition algorithms or detection techniques, it
is required to detect a cenroid point of a moving
target and to determine the initial parameters for
the binary centroid tracker.

Step 2: Determine a weighting window based on
the tracking windows.

Step 3: Weight the windowed input image by

the determined weighting window in Step 2.
Step 4: Determine the pixel classification rule

based on the statistics of the target and

background.

Initial Frame

Target Detection
& Initialization

Weighting Window
Generation

Next Frame Seguences

Gated & Weighted
Input Image

Intensity Threshold
Determination
Target Segmentation

| Gate Control | : 8 =
L] :A‘ £

Centroid Calculation

Next Frame
Centroid Prediction

Fig. 6. Flow chart of the proposed method.

Step 5. Segment the target from the
background in the target window and get the
binary image.

Step 6: Calculate the centroid of target from
the binary image.

Step 7: Predict the target centroid of next
frame using the tracking filter and determine the
target size in order to determine the sizes of the
tracking window and go to Step 2.

The proposed tracker operates by first
detecting target and initializing the other
parameters, such as tracking window sizes,

Conventional
Centroid Algorithm
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weighting window and the statistics of a moving
target. Based on the statistics of the moving
target, the target and background window of the
next input image is spatially masked by the
predetermined masking window based on the
changing sizes of the tracking window. We used
the Gaussian masking window.

IV. Experimental Results

In comparing trackers, a reference quantity of
target characteristic with respect to background
one for the target segmentation from the
background images is needed. This quantity,
Tracking Contrast( 7°C), is shown later to play a
key role in the accuracy of the target
segmentation. It is usually known that the higher
one has the tracking contrast measure, 7°C, the
lower probability of a pixel classification error can
be obtained in the target segmentation.

_ (1»1[_111;)2

C
02t+02b

(12)

where p and o are mean and standard
deviation of the images, and the subscript ¢ and

b represent the target and background,
respectively.

To show a performance of the proposed
method, a number of experiments have been
performed. In the experiments, various kinds of
images were synthetically created in 256%256

size including a 50x50 rectangular target image.
Various background images are also generated
with respect to a Gaussian PDF, Target

M 150, 300),

contrast. It is assumed that a predicted target

considering  the  tracking

center point from a tracking filter is centered at
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the real «center point of target. The
100—independent Monte Carlo runs for each
Tracking Contrast( 7°C) image are performed. In
Figure 7, the probability of a pixel classification
error by each segmentation method with the
preprocessing method is compared with that of
the original methods. The used segmentation
methods are the ones described in the literature
[5]=[7]. The overall results reveal that the
proposed method has a lower probability of a pixel
classification than those without preprocessing
even for very low 7°C images.

The performance of the proposed method
mostly depends on the ability of exact target
prediction by a tracking filter. Experiments on
various prediction errors by the tracking filter are
performed in Figure 8. The experimental results
show that the proposed method has good
performances even in the abrupt prediction errors.

Figure 9(a) and (b) show a gated weight and a
preprocessed image. Figure 9 (¢) and (d) also
show an overall weight and preprocessed image
respectively. Figure 10(a) shows the histograms
of the target and the background window for the
statistics of the target and background in the
original input image. Figure 10(b) also shows the
same histograms in the preprocessed images. The
contrast of the preprocessed image is increased
by the suppressing weighting of the target—like
background clutters. In Figure 11, some
segmentation result by the optimal threshold are
shown for a real image sequence. As shown in the
above various experimental results, the proposed
preprocessing method is very simple for a
real—time application and has a good performance
compared with that without preprocessing in the
conventional binary centroid trackers.

V. Conclusions
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In this paper, we proposed an efficient
preprocessing method for the binary centroid
tracker. The purpose of the proposed
preprocessing method is to increase the tracking
contrast between the target intensity and the
background one. The approach is to reduce the
segmentation error by suppressing the target—like
background  clutters using the  adaptive
suppressing window. Eventually, the segmentation
algorithm can reduce the probability of a pixel
classification error and can increase the

performance of the binary centroid tracker.

Monte Carlo Simulation Results
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Fig. 7. Comparison of the probability of a pixel
classification error.
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Fig. 9. Example of preprocessed image, (a) Gated
weight, (b) Gated preprocessed image, (c)
Weights for the overall image, (d) Overall
preprocessed image.
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Fig. 10. (a) Target and background histograms
for the input image, (b) Target and
background histograms for the
preprocessed image.
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Fig. 11. Segmentation results of man image, (a)-(e):
Real images, (f)—(j): Optimal threshold
method, (k)-(0): Preprocessed images,
(p)—(t): Optimal threshold method for the
preprocessed images.
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