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State-Dependent Call Admission Control in Hierarchical
Wireless Multiservice Networks

Shun-Ping Chung and Jin-Chang Lee

Abstract: State-dependent call admission control (SDCAC) is pro-
posed to make efficient use of scarce wireless resource in a hierar-
chical wireless network with heterogeneous traffic. With SDCAC,
new calls are accepted according to an acceptance probability tak-
ing account of not only cell dwell time but also call holding time
and system state (i.e., occupied bandwidth). An analytical method
is developed to calculate performance measures of interest, e.g.,
new call blocking probability, forced termination probability, over-
all weighted blocking probability. Numerical results with not only
stationary but nonstationary traffic loads are presented to show the
robustness of SDCAC. It is shown that SDCAC performs much bet-
ter than the other considered schemes under nonstationary traffic
load.

Index Terms: Average call holding time, hierarchical network,
overflowed traffic, overall weighted blocking probability.

I. INTRODUCTION

The ever growing demand of the wireless/mobile commu-
nication has made the system capacity insufficiency worse.
As a remedy, hierarchical wireless networks are proposed not
only to provide higher capacity with small cells, but also to
reduce handoff request load with large cells [1]-[3]. Also,
UMTS/IMT2000 is expected to support four classes of services:
Conversational, streaming, interactive, and background. Thus, it
is needed to design a call admission control that maximizes the
network utilization while supporting various services for multi-
service wireless networks (4], [5].

Generally speaking, the forced termination of calls in
progress is less desirable than the blocking of new calls. This
fact has led to the development of various handoff prioritization
schemes [6]-[8]. Basically, there are two schemes to prioritize
handoff calls over new calls. The first scheme is to use handoff
queue [7]. With handoff queue, upon arrival, if a handoff call
can not be granted an idle channel by the serving base station, it
will be put into a handoff queue to wait for the release of a chan-
nel. The second scheme is to use trunk reservation (TR) or guard
channel [8]. With TR, some channels are reserved exclusively
for handoff calls. It can reduce handoff blocking probability at
the expense of new call blocking probability, and thus reduce the
channel utilization. In this paper, we focus on the guard chan-
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nel scheme. As is well known, a call with higher mobility and
thus lower cell dwell time on average leads to more handoff re-
quests during its lifetime [6], [7]. On the other hand, a call with
longer call holding time on average also leads to more handoff
requests during its lifetime. This may result in serious impact
on the performance of wireless networks. As pointed out in [9],
the average call holding time of voice calls is 3 min, while that
of data calls, e.g., Internet browsing, is in the range of 20 min.
Thus, it is worth taking the call holding time difference as well
as cell dwell time into account for designing a call admission
control (CAC) scheme. ‘

A novel state-dependent call admission control (SDCAC) is
proposed for the hierarchical cellular network with heteroge-
neous traffic taking account of call holding time differences
among different services. Furthermore, SDCAC only allows the
overflow of calls from microcells to macrocells. The goal is not
only to maintain the forced termination probability at an accept-
able level but also to reduce the new call blocking probability
and thus improve the channel utilization. Importantly, the work
here differs from [10] in several aspects. Firstly, the considered
system is a two-layer hierarchical wireless network. Secondly,
instead of the single-rate service, multi-rate conversational se’f—
vices and variable-bit-rate streaming services are taken into ac-
count. Thirdly, the handoff rate of each service is not assumed to
be known, but obtained via an iterative algorithm. Furthermore,
another three well-known CAC’s are also studied for compari-
son with SDCAC: (1) Complete sharing (CS), (2) trunk reserva-
tion (TR), and (3) fixed acceptance probability (FAP). CS allows
all classes of new and handoff calls equal access to bandwidth
available at all times. With TR, some time slots are reserved fior
exclusive use of handoff calls. FAP is similar to SDCAC ex-
cept that the acceptance probability is set to be a constant value,
which is chosen to be 0.5 throughout the paper. :

On the other hand, the new call arrival rate may change during
the day, and the handoff arrival rates depend on both the num-
ber and movements of mobile terminals in adjacent cells. Thus,
actual traffic and specifically the call arrival rate are seldom sta-
tionary, so that network performance analysis under nonstation-
ary traffic load is also important in its own right [11], [12]. With
those considered CAC schemes, the performance measures un-
der nonstationary traffic are also conducted via computer simu-
lation in the following. As shown in [4], by allowing takeback
from macrocells to microcells of overflowed new and handoff
calls to avoid overflowed traffic occupying excessive resources
of the macrocells, the blocking probabilities in a hierarchical
wireless network with single rate service can be reduced sig-
nificantly. Therefore, we also consider SDCAC with takeback
which incorporates the takeback mechanism into the proposed
CAC.
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Table 1. Some parameters for the focused system.

Notation Definition

C1(C3) Capacity (in slots) of the microcell (macrocell)

G1(G2) Reserved time slots in the microcell (macrocell)

Ank New call arrival rate of class-k calls

)\Ellk) Handoff call arrival rate of class-k conversational calls in the microcell

)\fk) Handoff call arrival rate of class-% calls in the macrocell

by Time slot requirement of class-k conversational calls

bp(brx+1)  Maximum (minimum) time slot requirement of streaming calls

ba Average number of assigned time slots of streaming calls

Lk Call service rate of class-k calls

77,(61) Cell dwell rate of class-k conversational calls in the microcell

771(3) Cell dwell rate of class-k calls in the macrocell

Nk The number of ongoing class-k calls in the focused cell

n The total number of time slots used by conversational calls in the microcell

Nmin The total number of minimum time slots used by overflowed conversational and streaming calls in
the macrocell

AS) (n) Acceptance probability of class-k new calls in the microcell

Af) (nmin) Acceptance probability of class-k new calls in the macrocell

. . aming call.
Conversational calls in macrocell Stre g calls

(2)
& A
nK+1

A
w Overflowed conversational calls

Conversational calls in microcell

Fig. 1. Model for the focused system.

The remainder of the paper is organized as follows. In Sec-
tion II, the system model for the considered two-layer network is
described in detail. In Section III, the analytical method to com-
pute the performance measures of interest is derived. Both an-
alytical results and simulation results are shown to demonstrate
the robustness of SDCAC compared to the other well-known
schemes in Section IV. Section V concludes the paper.

II. SYSTEM MODEL

We consider a two-layer cellular network with multiple
classes of conversational and streaming services, where every
N microcells are overlaid by a macrocell. The conversational
class includes non-adaptive multimedia applications with strict
bandwidth requirements or non-multimedia applications, where
the bandwidth of an ongoing call must be kept constant during
its lifetime [5]. The streaming class includes variable bit rate
services, such as adaptive multimedia applications, where the
bandwidth of an ongoing call could be time-varying during its
lifetime [13], [14]. For simplicity, we consider a homogeneous
cellular network so that we can focus on one particular cell in
each layer [1]-[3]. We also assume that conversational calls are
associated with shorter average call holding time, and streaming
calls with longer average call holding time. For reducing hand-
off request load of streaming service with longer average call

holding time, streaming calls are always assigned to the associ-
ated macrocell, while conversational calls are initially assigned
to the associated microcell. Importantly, taking into account the
characteristics of the streaming traffic, the bandwidth realloca-
tion of existing streaming calls is allowed [13], [14]. A conver-
sational call is assigned a fixed number of time slots periodically
during its lifetime, and a streaming call is assigned time slots dy-
namically based on system state under the constraint that its al-
located bandwidth is between its minimum and maximum time
slot requirements during its lifetime. Bandwidth reallocation
of existing streaming calls is allowed for accommodating more
overflowed conversational calls or streaming calls by the macro-
cell under the constraint that no existing calls are blocked [13].
It should be noted that the bandwidth reallocation process only
occurs in the macrocell and not in the microcell, since streaming
traffic with longer average call holding time is supposed to be
always handled by the macrocell. For fairness purposes, the re-
maining time slots of a macrocell are equally shared among the
streaming calls. The number of time slots assigned to streaming
calls in progress is assumed to change in a memoryless fashion,
i.e., without considering how many time slots were allocated to
them previously [14]. Naturally, the number of assigned time
slots of any streaming call should range from bg 1 to b, dur-
ing its lifetime. In particular, the bandwidth reallocation of the
existing streaming calls may occur at any new call arrival, call
handoff, and call departure if necessary.

Assume K classes of conversational calls and one class of
streaming calls, and streaming service is taken as the class-
(K + 1) service. It is also assumed that all new call arrival and
the handoff call arrival processes follow a Poisson distribution,
and both the dwell time and the call holding time are exponen-
tially distributed [1]-[3]. Some parameters used are defined in
Table 1. The corresponding system model is shown in Fig. 1.

ny is defined as the number of ongoing class-k calls in the
focused cell. To show the capability of carrying more calls
via bandwidth reallocation of existing streaming calls, the to-
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tal number of minimum used time slots in the macrocell 1, is
defined and computed with conversational calls being allocated
their constant bandwidth requirement and streaming calls their
minimum bandwidth requirement, that is, .y, = K+1 ben.
Further, n is used to denote the number of time slots 1n use in
the microcell, i.e., n = Eszl benk.

The traffic handling policy of SDCAC is described as follows.
First, focus on new calls. One of the key ideas of SDCAC is that,
the guard channels, originally reserved for handoff calls, can be
allocated to new calls based on some acceptance probabilities.
Based on the associated acceptance probability, it is determined
whether a new conversational (streaming) call will be served by
the originating microcell (macrocell). If a new conversational
call is rejected in the originating microcell, whether that call
can be accepted by the overlaid macrocell is determined based
on another acceptance probability. Of course, if an overflowed
conversational call is accepted, the time slots assigned to ex-
isting streaming calls may be reallocated to accommodate the
incoming conversational call if necessary.

After extensive numerical study and with reference to [10],
taking account of call holding time, cell dwell time, and occu-
pied bandwidth, the acceptance probability of class-k new calls

is defined as A,(Cj) () = max {0, fi(x)},j=1or2, where

1, z<(C; - Gj)
nd l(c —b1)—

fr(z)= uk (G —bk+1) (1)
) o]
+<1 — %)[cos %:ﬁ—;)} , otherwise
where z = n(nmin) if 7 = 1(2). More specifically, if nm > g,

it implies that on average more than one handoff event would

occur during one call holding time, A(] (z) can be chosen to
make more room for handoff calls, such that lower forced ter-
mination probability can be achieved. If n( 7 = = pg, Ay (7) (z)
can be chosen to decrease linearly with the number of avallable
channels. On the other hand, if n,(j ) < {4, it implies that on
average less than one handoff event would occur during one call
holding time, Ag ) (z) can be chosen to allow a higher probabil-
ity in accepting new calls for achieving lower new call blocking
probability, while maintaining an acceptable forced termination
probability for handoff calls. Importantly, it is worth mentioning
that, as shown in [16], the handoff arrival rate can be approxi-

mated as /\gk) o "’“ Ank With small values of new call blocking
and handoff blockmg probabilities. Obviously, handoff arrival

rate depends strongly on n(J ) / k. Because the handoff rate of
each service is not assumed to be known, but obtained via an it-
erative algorithm. Thus, instead of defining the mobility param-
eter as the ratio of the handoff call arrival rate to the new call
arrival rate A,/ )\(] as in [10], it is chosen as the ratio of the

dwell time to the call holding time, i.e., 7 () 7’ /g, Also, in terms
of the boundary L and the area S of that considered cell, and mo-
bile moving speed V, the mean of dwell rate can be described

as n,(f ) = é’ [16]. Thus, the occurrence frequency of handoff
events of each service can be characterized in SDCAC. On the

other hand, it is noted that the associated parameters of A,(Cj) (z)
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can be obtained empirically as in [15], where a variable thresh-
old dynamic channel allocation applicable to wireless systems
is presented. Specifically, the parameters in [15] are set based
on traffic patterns of a particular cell under consideration, and
a feedback loop is incorporated to adjust for unusual circum-

stances. To summarize, the key ideas of A,(c] ) (z) in SDCAC
is that, the guard channels, reserved preferentially for handoff
calls, can be suitably allocated to new calls based on the system
state and the characteristics of traffic in order to achieve better
utilization of the wireless channels.

Handoff conversational calls in the microcell are accepted as
long as there are enough idle time slots. Specifically, if the tar-
get microcell capacity C; minus n exceeds its constant time slot
requirement, the handoff request of conversational call in micro-
cell will be accepted. Moreover, an unsuccessful handoff con-
versational call in the microcell can overflow to the associated
macrocell for a second chance to find required resource. If the
handoff request can acquire enough bandwidth resource from
that overlaid macrocell, it will be served to continue its commu-
nication; otherwise, it will be forced into termination. A handoff
conversational (streaming) call will be accepted as long as the
number of idle time slots is no less than its constant (minimum)
time slot requirement. Specifically, if the target macrocell ca-
pacity Cs minus nmin eXxceeds its constant (minimum) time slot
requirement, the handoff request of conversational (streaming)
call will be accepted. It is noted that the time slots assigned to
existing streaming calls may be reallocated, if necessary, when-
ever a new arrival, handoff, or departure event occurs in the
macrocell in question.

It is noted that the proposed policy can be flexibly extended
by allowing the takeback process of conversational calls from
macrocells to microcells with available resources as in [4] for
obtaining better performance. In fact, it is taken into account in
the nonstationary scenarios in this paper.

III. ANALYTICAL METHOD

In this section, with reference to [2], [5], [13], [14], and
[17], an analytical method for computing the performance mea-
sures of interest in a two-layer network with conversational ser-
vices, and streaming services are derived. The performance
measures of interest are new call blocking probabilities P, and
forced termination probability Py of conversational services,
new call blocking probabilities P, 11, forced termination prob-
ability Prx.1 and average number of assigned time slots by
of streaming services, weighted new call blocking probability
Py, weighted forced termination probability P, f, and overall
weighted blocking probability Pg. The analyses of microcell
layer, overflowed traffic, and macrocell layer are described in
turn below.

A. Analysis of Microcell Layer

Consider a microcell with K classes of conversational
calls. New and handoff class-k conversational calls form Pois-
son processes with average arrival rate \,; and )\Sk) re-
spectively.  Therefore, the focused microcell can be mod-
eled as a K-dimensional birth-death process with state vec-
tor i = (ny,ne, - ,nk), where ny is the number of on-
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going class-k conversational calls in the microcell, kK =
1,2, K. Letfi;, = (n1, ++,ng— 1, ,ng) and 7ij =
(ny,- - ,np+1,--- ,nk). The feasible state space is S; =
{ﬁ : Zfil bin; < Cl}. Thus, the arrival rate of class-k conver-

sational calls in state 7 is AS) () Ak + )\511,3 n= Zle bpn.
The call holding time, i.e., the unencumbered call durations, is
exponentially distributed with mean 1/y,. Specifically, it is the
amount of time that a call would last if it could successfully
complete without forced termination. The dwell time, i.e., the
time spent by a mobile station in a cell, is also assumed to follow

an exponential distribution with mean 1/ 77,(91). It is noted that
the channel holding time, i.e., the time that the required chan-
nel is assigned to a call, is also exponentially distributed with

mean 1/(uy + 77,(91)), since the channel holding time is the mini-
mum of the call holding time and the dwell time, both of which
are exponentially distributed. It is easy to show that the hand-

off probability for class-k conversational calls in a microcell is
0)

P}Ei) = "+’° 7- Denote the steady state probability distribution
Hee 1)y,

as 7 (n). With the reasonable assumption that the incoming flow
and outgoing flow of the focused microcell are balanced, the ar-
rival rate of handoff class-k conversational call can be derived
as

Ch
1 1 1
AD = (1- P PO + (z AP () <n>) P
n=0

@
where Pb(,i ) and P,Ez,)c are the new and handoff blocking proba-
bilities for class-k conversational calls in the microcell, respec-
tively. After defining the needed parameters, the state transition
diagram can be easily developed. The state transition diagram
for an example cell with two classes of conversational calls is
shown in Fig. 2.

According to the state transition diagram of our model, the
associated equilibrium state equations can be easily formulated.
By those equations, we can obtain the steady state probability
distribution 7 (n), where n is the number of used time slots in
the focused microcell, and thus Pg;) and P}(Lll)})w via an iterative
algorithm as follows.

Iterative Algorithm:

1. Select a set of initial values for 7°'¢(77), and )\Ellk), k =
1,2,--- K.

2. Compute 7% (73) by solving the state equations of the fo-
cused system iteratively via Gauss-Seidel algorithm [20].

3. Compute Pb(,i ) and Pi(Lll)I)c’ using

Cy
Pb(;) = 3 {1 — AS) (n)] 7 (n) and
n=C1—Gq
C1
PO~ ¥ ™ (n)
n=C1—bp+1

K
where n = Y byng forany 7 € Sy.
£=1
4. Compute Agllk), k=1,2,--- K, using
Cy
42 = (1 #0) P2+ (£ o) v

where P,E,lc) =

AVA, + A0 | |+ D+

A](U(n - bl)lnl + ALII) Al(])(”)/lnl + /?7(111)

Yo
n(p +0") (+ )+ ")
Az(l)(”_bz)’lnz +ﬂ(h]2) nz(/'lz +'7§”)

GO

Fig. 2. State transition diagram for the considered cell.

5. If |xme¥ () — m*'4(ii)| < e, for any 7i € S, terminate the
algorithm, where ¢ is the stopping criterion. Otherwise, set
7o4(77) = 7% (f7), and go to step 2.

Once P,EBC is obtained, forced termination probability Pﬁ) of
handoff class-%£ conversational calls in microcells can be com-
puted as follows.

1) (1)
P}Ek)Phbk .
AV~ P

Pp) = 3)

B. Analysis of Overflowed Traffic

In this subsection, we take the mathematical modeling prob-
lem of overflowed traffic into account. The overflowed traffic
consists of new and handoff conversational calls which can not
be served by the corresponding microcell. The overflowed traf-
fic model proposed in [2] is generalized in this subsection. An
independent TPP process is used to model the overflowed traffic
of class-k conversational calls to a macrocell, which is generated
by the IV identical microcells. Assume that both ON and OFF
periods of the IPP are exponentially distributed. During ON pe-
riods, class-k conversational calls arrive according to a Poisson
process, whereas during OFF periods, no class-k conversational
calls arrive. The IPP process, which is used to describe the su-
perposition of N identical overflowed traffic of class-k conver-
sational calls from the underlying microcells, is characterized by
the following infinitesimal generator Qk and arrival rate matrix
Kk. Qk and Ay are defined as follows.

5 —Wg Wi
a-[= ] e
- 0 0
Ak:[o (A,?m,?k)} ©)

where wy, and ~y, are the state transition rates from OFF to ON
and ON to OFF, respectively. )\gk + )\gk is the average arrival
rate of overflowed traffic in state ON. The associated parameters
Wiy k> A9, and A, can be calculated via a moment matching
method. At first, for each class of conversational calls, the as-
sociated mean and variance of the overflowed traffic from one

microcell is computed with a fictitious overflowed group. The
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fictitious overflowed group is supposed to accommodate any un-
acceptable call that overflows from the focused microcell. Thus,
the distribution of the busy time slots in the fictitious overflowed
group is the distribution of calls overflowing from the focused
microcell. The number of time slots of the overflowed group is
chosen to be sufficiently large compared with the load offered
to one microcell. In particular, assume that when the number
of used time slots in a microcell is greater than (C; — G1) but
not greater than (Cy — by,), class-k conversational calls request
to overflow to the overflowed group according to a Poisson pro-

cess with average rate [1 — A,(:) (n)]Ang- Also, when there are
not enough time slots to accommodate an arriving class-k con-
versational call, the average arrival rate to the overflowed group

is Ak + )\21,3 In contrast, there are no arrivals to the overflowed
group in all the other states when arriving calls can be served
by the microcell. By solving the associated state equations, we
can derive the mean and the variance of the overflowed traffic
for each class of conversational calls resulting from one under-
lying microcell. Let ay;, and v, represent the mean and variance
of the number of class-k conversational calls in the overflowed
group. It is noted that the two parameters of class-k conversa-
tional calls in the N microcells are the same, because the N
microcells overlaid by one focused macrocell are assumed to
be statistically identical and independent of one another. Let
the mean and variance of the composite overflowed traffic seen
by one overlaid macrocell be denoted as apy and vry, respec-
tively. Obviously, since the overflowed stream seen by one over-
laid macrocell is the aggregation of N overflowed stream each
of which results from a underlying microcell, ary (vri) can be
obtained by summing up the mean (variance) of the underlying
N microcells. Since N microcells are statistically identical to
each other, the value of ary (vrg) is just NV times that of oy
(k). Specifically, they can be computed by

(6)

arr = Nay,

0

After obtaining oy, and vy, a moment matching method is
adopted to evaluate the IPP parameters (A , &, wy ) that charac-
terize overflowed class-k conversational calls, where Ay repre-
sents the traffic intensity in ON state, 1/, the average ON time,
and 1/wy the average OFF time. Specifically, the three IPP pa-
rameters (A, vi, wy) of overflowed class-k conversational calls
can be computed based on the following equations.

Uk = Nl/k.

(282 — 61)(81 — &) — 01(d2 — &3)

Ak = i (61 —00) — (62 — 1) (8)

Jo(5% — b1)

Hi

Wg = kT 9

2% (81 — 8)

(2% — &)

Ve = wk”’“T (10)
where J§, = Nj\‘lj:)”, M,y is the n-th factorial moments of

overflowed traffic in the overflowed group. Once Ag, vk, and
wy, -are determined, the average overflowed arrival rates of new
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and handoff class-k conversational calls can be calculated as fol-
lows.

1 (A

A9, = Mo (M—:Plf;)N) (11)
1 )\(1)

AG, = Mo <—;: P,S)LN). (12)

C. Analysis of Macrocell Traffic

Next, the analytical method for the macrocell incorporating
the corresponding overflowed traffic model is presented. Since
conversational calls are allowed to overflow to the macrocell
layer, there are K classes of overflowed conversational calls as
well as one class of streaming service involved in the analy-
sis of macrocell. The overflowed traffic of each class of con-
versational calls is approximated as an independent IPP pro-
cess. Let si denote the state of IPP traffic resulting from the
overflowed class-k conversational calls. Specifically, the IPP
is in ON (OFF) state, if s, = 1(0). Similarly, the hand-
off arrival rate /\22,2 k = 1,2,--- K + 1, are also com-
puted iteratively. Let my represent the number of ongoing
class-k calls, & = 1,2,--- , K + 1. The focused macrocell
can be modeled as a (2K + 1)-dimensional Markov chain.
The state vector of the focused macrocell is defined as m =
(n1,n9, - ,NK 1,51, 82, , Sk ). The feasible state space is
defined as Sy, i.e., So = {m : Zfiﬁl bin; < Cqa}. Let ()
be the steady state probability in state 77t. Let So(nimin) = {71 :
Zfi’;l b;in; = Nin } and q (nyin ) be the steady state probabil-
ity that the total number of minimum used time slots by conver-
sational and streaming calls is 7min. ¢ (Rmin) can be computed

as follows.

MES2(Nmin)

q(Nmin) = q(m). (13)

Let qx;(nmin) denote the probability that the total number of
minimum used time slots of the concerned macrocell is 7min
and s = 1, and further gk (Nmin) = [2£0("min), @k1(Mmin)]- In
terms of ¢(171), they can be expressed as follows.

Qo (Manin) = Yoo alm) (14)
5 =0,MES2(Pmin)
@1 (Mnin) = > (). (15)

sKp=1,MES2 (Mmin)

Moreover, the state equations of the associated (2K + 1)-
dimensional Markov chain can be developed, and can be solved
for equilibrium state probabilities by a Gauss-Seidel iterative ap-
proach. As is well known, the state probability distribution seen
by an arriving call is identical to that by an outside observer only
if the arrival process is Poisson. It is noted that the overflowed
traffic is IPP. Therefore, it is necessary to derive both the out-
side observer’s distribution ¢ (N, ) of the number of minimum
used time slots, and the arriving call’s distribution A (r4,,) of
the number of minimum used time slots. The arriving call’s dis-
tribution Ay, (nmin) can be computed as follows.
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(7k (nmin) Kk e

Csa -
Z Jk (nmin) Ak 2

n=0

Ak (Nmin) = (16)

In the above equation, € is 2 X 1 all-ones vector. It is worth
mentioning that the blocking probabilities of handoff class-k
conversational traffic among the macrocells, and new and hand-
off streaming traffic are computed in terms of the outside ob-
server’s distribution ¢ {nmiy) since those arrival processes are
assumed to be Poisson. In contrast, the blocking probabilities
of conversational overflowed traffic are computed in terms of
the arriving call’s distribution Ay, (1miy ) since those arrival pro-
cesses are assumed to be IPP. Next, the probability that a new
class-k conversational call desires to overflow but is rejected by
the macrocell layer is given by

Ca
Po(gl)c = Z |:1 - A§c2) (nmin)] Ak(nmin) (17)
Nmin=C2—G2

The probability that a handoff class-k conversational call desires
to overflow but is rejected by the macrocell layer is given by

Ca

>

Nmin=C2—bg+1

(2)
P hbk —

(7

Ak (nmin) . (18)

The probability P}Eii that a class-k conversational handoff call
is rejected in a macrocell and hence forced into termination can
be computed as follows.

Co

2.

Nmin=C2—bg+1

P = ¢ (Nmin) - (19)

Furthermore, the forced termination probability Pﬁ) of hand-
off class-k conversational calls in a macrocell can be computed
by

(2) p(2)
B Pk

2 2 '
[1 . P,Ebb}

Next, the analysis of streaming service is conducted. As to
the number of time slots assigned to one streaming call, there
are two cases. One case is that bp time slots are assigned to
each streaming call. The other case is that the number of time
slots assigned to each streaming call may not be equal to bp
and may differ at most by one. Specifically, the average number
of assigned time slots of streaming calls can be computed as
follows.

PR _

' (20)

g [Ca/bx+1]

Z bpg (M) + Z

meSy,nk11=0 meSe,nikr1=0+1

Whereﬁzl(CQ ~ § blnl)/bPJ s and b= <Cz — f: blnl>/nK+1,
=1 =1

The blocking probability of new streaming cails is given by

ba = bq (m) (21)

Ca

2

Nmin=C2—G2

Pogy1 = [1—A§?Ll(nmin)} q(Mmin).  (22)

The handoff blocking probability of handoff streaming calls is
given by

Ca

>

Nmin=C2 _bK+1 +1

Prygqr = g (Mmin) - (23)

Furthermore, the forced termination probability of handoff
streaming calls is given by

Porp1Prpryt

1—Prg(l— Pth+1)]

Prgy1 = { (24)

D. Analysis of the Overall Performance Measures

The overall performance measures are now derived. Since
the streaming calls can be served only by the macrocell, their
overall performance measures can be obtained from the previous
subsection. The new call blocking probability P, of new class-
k conversational calls, which is the probability that a new class-
k conversational call is rejected by both microcell and macrocell
layers, can be computed as follows.

Py = PP

O

(25)

Furthermore, the forced termination probability Pyj, of class-
k conversational calls can be computed as follows.

1)\ p(1)
(1 - Pé,j)Pfk

2 2 2
RN
AP (1-20)
U A - 26
(1 — Pbk,‘) fk )

Obviously, the forced termination probability of class-k con-
versational calls is the probability that a originally accepted call
is interrupted because of a handoff failure in microcell layer
without successful overflowing to a macrocell or a handoff fail-
ure in macrocell layer. Let pj, denote as the offered load of class-
k calls and further be defined as p, = b’“?‘“ . It is noted that by, is
replaced by b4 as the offered load of class-K +1 streaming calls
Pi+1 is computed. The weighted new call blocking probability
P, and the weighted forced termination probability P, ¢ can

be computed as follows.

K+1 K+1
Puv=Y_ pcPor [ > pr @7
k=1 k=1
K+1 K+1
(28)

Py = Z PxPr Z Pk-
k=1 h=1

To evaluate the combined effect of P, and Py, the overall
weighted blocking probability is defined as follows.

Pg =aP,, + (1 — a)ow 29
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Fig. 3. New call blocking probability.
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Fig. 4. Forced termination probability.

where « is a weighted factor, and 0 < o < 1. The value of o
depends on the relative importance of new call blocking proba-
bility with respect to forced termination probability, which can
be adjusted by the network operator. Throughout the paper it is
assumed to be 0.3.

IV. NUMERICAL RESULTS

The numerical results for a two-layer system supporting two
classes of conversational calls and one class of streaming calls
are presented. Besides the analytical results, we also develop
a discrete-event simulation program to collect the correspond-
ing simulation results as in [18] and [19]. The simulation re-
sults are used to verify the accuracy of the analytical results.
The simulation program is written in C language. At least 108
new call arrivals are generated in each simulation run. In the
simulation model, a wrapped mesh of 37 macrocells and 259
microcells is considered to eliminate the boundary effect occur-
ring in an unwrapped topology. It is assumed that new calls
are generated in each cell according to a Poisson process and
each new call is assigned a call holding time with an exponen-
tial distribution. The dwell time for which a user resides in the
cell in question is also exponentially distributed. It is assumed
that each call moves from a cell to any of the six neighboring
cells with the same probability 1/6. Also, to emphasize on the
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Fig. 5. Average number of assigned time slots of class-3 streaming calls.

effect of the call holding time difference, all classes of users
are assumed to have the same moving velocity. Class-1 con-
versational service is assumed to be narrowband with b; = 1,
A = 00557, gy = 1/180 571, ptt) = 0.00245 571, and
n§2) = 0.000926 s™!, and class-2 conversational service is
wideband with by = 4, Ay = 0.01 s7%, uo = 1/300 571,
n$? = 0.00245 s, and 7{? = 0.000926 s~1. The parame-
ters of the class-3 streaming service are assumed to be bp = 5,
and by = 1, g3 = 1/1800 s, and "’ = 0.000926 s—L.
It is noted that we assume that the average call holding time of
class-3 streaming cells is ten times that of class-1 conversational
calls. We also assume C; = 40, Cy = 60, G; = 8, G = 12,
and V =T.

First of all, simulation results are shown to verify the accu-
racy of analytical results. The results are shown in Figs. 3 to
S, where A3 is varied from 0.01 to 0.07 in steps of size 0.01.
The analytical and simulation results for new call blocking and
forced termination probabilities are shown in Figs. 3 and 4, re-
spectively. Also, the results for the average number of assigned
time slots of class-3 streaming calls are shown in Fig. 5. As you
can see, the analytical results are close to the simulation results.

Second, the performance measures of interest with CS, FAP,
TR, and SDCAC for the studied cases are compared in Figs. 6 to
9, where A3 is varied from 0.01 to 0.07 in steps of size 0.01. The
results for weighted new call blocking probability are shown in
Fig. 6. It is observed that TR results in higher weighted new
call blocking probability and CS in lower one. Additionally, the
results for weighted forced termination probability are shown in
Fig. 7. It is observed that TR results in lower weighted forced
termination probability and CS in higher one. Obviously, this is
due to the fact that CS allows all classes equal access to band-
width available at all times. No priority is given to handoff
calls. It results in identical new call blocking probability and
forced termination probability. As the traffic load is light, both
of those blocking probabilities with CS are smaller than those
with other schemes. As the traffic load increases, the forced
termination probability increases rapidly with CS. In contrast,
with TR, where guard channels are reserved for exclusive use
of handoff calls, new calls are more likely to be rejected. It re-
sults in higher new call blocking probabilities but lower forced
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schemes.

termination probabilities. Higher new call blocking probabil-
ity implies lower system utilization. Obviously, new calls being
more likely rejected in light traffic load is an obvious disadvan-
tage using TR. From Fig. 7, it is found that the weighted forced
termination probabilities with CS and FAP are greater than that
with TR or SDCAC in the studied case with \,,5 = 0.07 s~ 1.
This outcome with CS and FAP is undesirable from the view-
point of users, since the weighted forced termination probabil-
ity may be too high to be acceptable for users. It is the common
drawback with CS and FAP. With SDCAC, if the offered load is
too high, lower forced termination probabilities can be obtained
at the expense of higher new call blocking probabilities. On the
other hand, if the offered load is light, both weighted new call
blocking probabilities and weighted forced termination proba-
bilities can be kept low by using SDCAC. Specifically, with SD-
CAC, itis found that P, = 0.0002 and P,y = 0.000002 with
Ang = 0.0157%, as well as Py, = 0.52 and P, 5 = 0.025 with
Ang = 0.07 s~1

Furthermore, the average number of assigned time slots of
class-3 streaming calls increases as the arrival rate of class-3
streaming calls decreases. This is because capacity is shared
among more class-3 streaming calls with an increase of arrival
rate of class-3 streaming calls and thus less time slots can be
assigned to each class-3 streaming call. From Fig. 8, it can be
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Fig. 8. Average number of assigned time slots of class-3 streaming calls
of the considered schemes.
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Fig. 9. Overall weighted blocking probability of the considered schemes.

seen that the results for the average number of assigned time
slots are similar with any of the four CAC schemes. Specifically,
it is found that with CS b4 = 1.04, with FAP 64 = 1.11, with
TR b4 = 1.26, and with SDCAC b4 = 1.14 in the studied case
with \,3 = 0.07s71.

Now, the results of overall weighted blocking probability for
various CAC schemes are shown in Fig. 9. It is observed that
CS leads to the smallest overall weighted blocking probability
in the light traffic load (i.e., 0.01 < Ap3 < 0.03), SDCAC in
the medium traffic load (i.e., 0.03 < A,3 < 0.06), and TR in
the heavy traffic load (i.e., A3 > 0.06). Specifically, given
Anz = 0.02 571, Pg is 0.003, 0.014, 0.027, and 0.011 with
CS, FAP, TR, and SDCAC, respectively. Additionally, given
Anz = 0.07 7L, Pgis 0.291, 0.220, 0.170, and 0.174 with CS,
FAP, TR, and SDCAC, respectively. It is found that Pg with
CS and FAP increase 67% and 26%, respectively, compared to
the counterpart for SDCAC. Moreover, a huge increase in Pg
as the load increases is also a drawback of CS and FAP. As \,.3
increases from 0.02 to 0.07, the increase in Pg with CS and
FAP is 81% and 30%, respectively, compared to that with SD-
CAC. In contrast, because the time slots reserved for handoff
calls lead to smaller weighted forced termination probabilities,
TR results in undesirably lower system utilization in light traffic
regions. Specifically, given A,3 = 0.02 s™1, compared to Pg
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with SDCAC, there is a 145% increase in that with TR. Gener-
ally speaking, in terms of overall weighted blocking probability,
SDCAC performs the second best in both light and heavy traffic
regions. SDCAC appears to act as CS in the light traffic load
and as TR in the heavy traffic load.

Last but not least, the nonstationary scenarios are studied via
computer simulation. Under nonstationary scenarios, each cell
alternates in two states: Busy and normal, independent of one
another. A cell in the busy state is assumed to have higher new
call arrival rate than that in the normal state. The duration of
each state is exponentially distributed. The transition rate from
normal state to busy state is 1/3600 sec and that from busy state
to normal state is 1/600 sec. In the normal state, the new call
arrival rates are A\; = 0.03 s7%, Ay = 0.007 s~1, and )3 is
varied from 0.005 to 0.035 in steps of size 0.005. The new call
arrival rates of conversational and streaming calls in the busy
state are 5 times those in normal state. Other parameters are the
same as those mentioned before. To avoid overflowed conver-
sational calls occupying excessive resources of the macrocells,
we also consider SDCAC with takeback which allows conver-
sational calls in the macrocells to be taken back to microcells
if possible. As in [4], for reducing undesirable handoff execu-
tions, the takeback process is assumed to take place at the time
of the cell boundary crossing. In other words, when resources
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become available in the microcell, the process of moving the
conversational calls from time slots in the macrocell to those in
the microcell is delayed until it crosses the microcell boundary.
The results are shown in Figs. 10 to 13. Similar conclusions
can be found in those figures. Furthermore, in terms of Pg, it
is found that the overall weighted blocking probability of SD-
CAC with takeback is the lowest as A3 is not greater than 0.025
and that of TR is the lowest as A5 > 0.025. It is noted that
the overall weighted blocking probability of SDCAC with take-
back is close to that of TR as Az > 0.025. Specifically, given
An3 = 0.005 571, Py is 0.020, 0.028, 0.027, 0.018, and 0.017
with CS, FAP, TR, SDCAC without takeback and SDCAC with
takeback, respectively. Additionally, given A,3 = 0.035 s,
Pg is 0.24, 0.21, 0.16, 0.17, and 0.16 with CS, FAP, TR, SD-
CAC without takeback and SDCAC with takeback, respectively.
With \,3 = 0.005 s~!, it is found that Pg with CS, FAP, and
TR increase 18%, 65%, and 59%, respectively, compared to the
counterpart for SDCAC with takeback. With A,z = 0.035s71,
it is found that Pg with CS, FAP increase 50% and 59%, respec-
tively, compared to the counterpart for SDCAC with takeback.
Moreover, a huge increase in Pp with the increased load can
also be found for CS and FAP in the studied cases. As A,3
increases from 0.02 to 0.07, the increase in Py with CS and
FAP is 51% and 25%, respectively, compared to that for SD-
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CAC with takeback. On the other hand, it is noted that the per-
formance of Pp for SDCAC with takeback is better than that
of SDCAC without takeback. That is, it is found that the overall
weighted blocking probability of SDCAC with takeback is lower
than that of SDCAC without takeback in those studied cases.
It results from the fact that lower weighted forced termination
probabilities, which are shown in Fig. 11, can be obtained by
using SDCAC with takeback. Obviously, the improvement for
SDCAC with takeback is achieved by adding the takeback ca-
pability for conversational calls. Importantly, since actual traffic
and specifically the call arrival rate are seldom stationary, an ap-
propriate CAC should lower the impact of nonstationary traffic
on the overall performance. Among those considered schemes,
SDCAC with takeback performs better than the others due to its
adaptability to the time variation of traffic load.

Overall speaking, SDCAC outperforms the other schemes in
terms of overall weighted blocking probabilities and the robust-
ness (thus improve the network utilization). It is clear that im-
provement can be achieved via proper assignment of reserved
channels to new calls. SDCAC performs better because it can
adapt to the occupied bandwidth and traffic characteristics. In
fact, SDCAC appears to act as CS in the light traffic region and
as TR in the heavy traffic region. However, the shortcoming of
SDCAC is that, compared to the other schemes, SDCAC does
need to obtain more system related information, e.g., call hold-
ing time, cell dwell rate, etc., which can be collected empirically
as in [15].

V. CONCLUSION

SDCAC is proposed to make efficient use of scarce wireless
resource while supporting different services in hierarchical net-
works with heterogeneous traffic. With SDCAC, new calls are
accepted according to an acceptance probability taking account
of call holding time, cell dwell time and occupied bandwidth.
An iterative algorithm is developed to calculate performance
measures of interest. Numerical results are presented to show
the robustness of SDCAC compared to the other schemes. Over-
all speaking, SDCAC not only performs well in the medium traf-
fic region but also appears to act as CS in the light traffic region
and as TR in the heavy traffic region. SDCAC performs better
than the other considered schemes due to its adaptability to the
time variation of traffic load.
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